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Algorithm 1: Quantizing confinuous communication.

> Floating point vector
> Set the alphabet range

1: msg: continuous message
2: S: scaling factor

Scales continuous messages to alphabet size
and rounds values to the closest integer

Target: A sentence that
describes human intent

Target: A sentence that describes intent

how do I find the o
exchange rate? o8

3: procedure NORMALIZE(msg) -
& minclem ¢ min(neg.clements) Example for alphabet of 4 and word length of 5 when will I o
6 msg + (msg.clems — min_clem) /maz_elem receive my new Candidate: The intent 04
7. returnmsg Initial Msg card? R ——
8: end procedure Number of candidates. exchange rate
9: procedure QUANTIZE(msg) Normalize
10: mag + Normalize(msg) Unique Msgs
11 s.msg + msg/S & Scale to range 2
121 qt-msg ¢ quantize(s-msg) & Integer vector
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& Rounded float

& For logging
> Scale back

13: deqt.-msg + dequant(qt.-msg)
14 discretemsg + degt.msg
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Explanation and Pytorch Implementation ‘ ‘ Classification and Referential Games

* quantize_per_tensor and dequantized methods allow gradients to flow through
non differentiable rounding operation

Implementing the straight through estimator during backward by overriding the
backward methods and returning the input gradients.

In the referential game the message sent by the sender needs to accurately
describe the target.

In classification game on the other hand, message need to let parties agree
on the object’s class.

Open Issues

The Role of Channel Capacity

Which inductive biases needs to be added beyond merely requiring the
communication to be discrete?

« Can a non-natural, yet discrete, language that emerge from agents’ communication be
translated to natural language?

Do humans represent the world using continuous or discrete elements, and when
during the communication process discretization occur?

* Plays significan role in agens ability to accomplish a task but is not the only factor

« Sometimes even unlimited channel capacity is not enough
* Continuous channel has unlimited capacity, still cannot perfectly solve the classification game
* With RNN even a Gumbel-softmax channel has enough capacity to solve the e.g., object game

* Optimization plays significant role too
« Limiting the capacity of a quantized channel can be achived by controllling word leangth

and/or alphabet size
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