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1. Introduction 
Corpora have been a fundamental component in the study of 

Arabic from the very beginning: already the Medieval Arab gramma-
rians relied on a rather fixed corpus consisting of the Quran, pre-Islamic 
poetry, and utterances by Bedouins who were thought to preserve the 
pure Arabic language.1 They produced grammatical treatises and large 
vocabularies from the early centuries of Islam onward. In Europe, the 
first Latin-Arabic glossaries appeared in the 13th century, with 
grammatical treatises of Classical Arabic appearing mostly in the 19th 
century.2 The Arabic dialects have been studied in the west at least since 
the 19th century, with a grammar of Moroccan Arabic published already 
in 1800.3 The two language varieties – Classical and dialectal Arabic – 
are often described as situated at the two ends of a continuum.4 In 
between we find intermediate, or mixed varieties. In the 20th century, 
grammars of Middle Arabic have appeared, most notably in the studies 
by Joshua Blau on mixed texts from the medieval period. Recent years 
have seen a new trend of studying all types of Middle and Mixed Arabic 
(MMA) in a common framework – whether medieval or modern, 
spoken or written – as advocated in previous AIMA conferences.5 What 
is common to all studies on the various varieties of Arabic is their 
reliance on collections of texts, in written or recorded form. Such 

 
1 Versteegh 2006, p. 57-59, 75. 
2 Versteegh 2006, p. 2, 90. 
3 Versteegh 2006, p. 6, 132; Aguadé 2008, p. 287.  
4 A situation referred to as continuglossia (Hary 2003; Hary 2009, p. 37, 40-44). 
5 There has been some debate on the definition of Middle and Mixed Arabic. One 

suggestion is to reserve Middle Arabic for written texts, both modern and pre-modern, 
and Mixed Arabic for spoken, contemporary, mixed language (den Heijer 2012a, 8; 
Mejdell 2012, p. 235). I will not subscribe to any one definition and instead will usually 
refer to Middle and Mixed Arabic together as any Arabic variety with a mixed character.  
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collections have traditionally been compiled by individual scholars 
through a tedious, manual process, and are therefore usually limited in 
size, scope, and availability.  

In recent years, some large-scale, electronic Arabic corpora 
have been compiled and made available to the research community. 
Most of these corpora have been gathered with a restriction to a certain 
variety in mind, typically Modern Standard Arabic (MSA). However, 
in practice there is never a clear distinction between the different 
varieties, and even text collections that are thought to be purely MSA 
may include mixed linguistic forms.6 With the emergence of electronic 
media, mixed language attestations are becoming more and more 
common in writing, a development that has been recognized by MMA 
researchers.7 Furthermore, the great potential of large-scale corpora for 
MMA research has been acknowledged in previous AIMA 
conferences.8 This paper aims to make a modest step in this direction 
and advocate the use of large-scale electronic corpora when studying 
mixed language phenomena. It first surveys a number of Arabic corpora 
with a particular focus on their potential contribution to MMA research. 
From Classical to dialectal Arabic, via Judeo-Arabic and code-switched 
data, major collections of texts are highlighted in the context of MMA. 
Then, an automatic, statistical method for identifying language varieties 
is presented, along with an application to the identification of mixed 
texts. This is followed by a case study of applying the method to a 
particular large corpus of web texts. Finally, the concluding remarks 
offer some directions for future research.  

 
6 For example, even the Gigaword corpus (on which see below), allegedly a pure-

MSA corpus, contains a non-negligible number of dialectal words (Mubarak and 
Darwish 2014). 

7 Mejdell 2012, p. 244-245.  
8 Den Heijer 2012a, p. 20-21; Mejdell 2012, p. 239. A related need is the 

development of databases of linguistic features, highlighted by Lentin, Grand’Henry 
(as cited in den Heijer 2012b). While electronic corpora and databases can be mutually 
beneficial, this topic is beyond the scope of the present paper. 
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2. Survey 
Large-scale Arabic corpora available in electronic format are 

relatively scarce compared to other languages. However, a rising 
interest in Arabic in the natural language processing (NLP) community 
has led to the development of many useful electronic corpora. Most of 
these are primarily comprised of (reportedly) MSA texts, but more and 
more collections of texts in other Arabic varieties are becoming 
available. This survey aims to highlight a number of large-scale 
electronic Arabic corpora relevant to the study of MMA.  

Before describing available text corpora, a note is in order 
about speech corpora, i.e., recordings of spoken Arabic. Such 
recordings play a crucial role in many studies of spoken Arabic, 
especially in dialectological research. Their importance to MMA has 
also been recognized (Mejdell 2012). However, such corpora are often 
of limited size and are usually not publicly available. A notable 
exception is SemArch, the archive of Semitic languages at the 
University of Heidelberg.9 This archive contains some 2,000 audio 
recordings (as of January 2016), many of which are in various Arabic 
dialects. On the other hand, most of the recordings do not have 
associated transcriptions, instead referring to printed publications. 
Available transcriptions are typically in PDF format and are not readily 
available for download and processing by automatic methods.  

Other, more accessible speech corpora have been produced and 
used by the speech recognition community.10 Some of these are quite 
large, ranging from dozens to hundreds of hours of recorded speech. 
Many come with accompanying transcriptions. They cover a number of 
national Arabic dialects as well as MSA. Such resources are usually 
produced by organizations and companies like LDC, ELRA, and 
Appen,11 and are often not freely available. More importantly, however, 
these speech corpora are usually designed with the purpose of building 
speech recognition applications and not for linguistic analysis. One 
implication of this is that their transcription style does not follow 

 
9 http://www.semarch.uni-hd.de.  
10 A fairly recent list of Arabic speech corpora is found in Habash 2010, p. 133-

134.  
11 https://www.ldc.upenn.edu, http://www.elra.info/en and http://www.appen.com. 
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standard practices in Arabic linguistics. For example, it often employs 
the Arabic script for transcribing dialectal speech, with all its known 
orthographic limitations. Any study relying on such resources will have 
to take this limitation under consideration. Having briefly noted the 
potential contribution of large-scale speech corpora to MMA, the rest 
of this survey focuses instead on written text corpora.  

Several previous surveys have outlined different aspects of 
available electronic Arabic text corpora. Perhaps the first such survey 
is given by Al-Sulaiti, whose purpose was to compile a “corpus of 
contemporary Arabic, which would include not only Standard Arabic 
but also samples of colloquial varieties”.12 Her corpus is in itself a 
diverse corpus containing about 800,000 words from various genres, 
including children’s stories, interviews, politics, and recipes.13 Despite 
having been compiled more than a decade ago, this survey includes 
useful references to certain Arabic corpora that are otherwise often 
neglected. Such, for example, are the Buckwalter corpus,14 the Leuven 
corpus,15 and the Nijmegen corpus.16 These corpora were mostly 
compiled for lexicographic purposes and do not appear to be readily 
available. More well known are ELRA’s An-Nahar Newspaper Text 
Corpus17 and LDC’s Arabic Gigaword corpus (Parker et al. 2011), both 
of which are predominantly MSA news texts.18 The latter, in particular, 
has been continuously updated and its 5th edition includes over 1 billion 
words in more than 3 million documents. It is by now a common corpus 
in Arabic NLP research.19 

 
12 Al-Sulaiti 2004, p. i, 5-15. 
13 http://www.comp.leeds.ac.uk/eric/latifa/research.htm.  
14 http://www.qamus.org/wordlist.htm 
15 http://ilt.kuleuven.be/arabic/ENG/indexENG.php.  
16 An archived vers ion i s  found here:  

h t tps : / /web.archive .org/web/20120122061356/ht tp: / /www.le t .kun.nl
/wba/Content2/1 .4 .5_Nijmegen_Corpus .htm 

17 ELRA catalogue number ELRA-W0027. 
18 Although it contains a non-negligible number of dialectal words; see note 6 

above. 
19 Dozens if not hundreds of studies referencing the Arabic Gigaword are found on 

the ACL Anthology (http://www.aclweb.org/anthology) and on Google Scholar.  
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What is evident from Al-Sulaiti’s survey is that at the time the 
majority of Arabic corpora were focused on MSA and mostly limited 
to the news domain. Fortunately, this situation has changed in a number 
of ways, as is evident by more recent surveys.20 On the one hand, 
several corpora aiming for diversity in genre and domain have become 
available. An example is the Open Source Arabic Corpus (Saad and 
Ashour 2010), with 18 million words from diverse genres such as 
sports, stories, and recipes,21 or the older CLARA corpus (Zemánek 
2001), though its availability is unclear. Such genres are more likely to 
contain mixed forms than traditional news corpora. On the other hand, 
multiple corpora focused on non-MSA varieties have appeared, 
including dialectal Arabic and Classical Arabic. These are especially 
important for MMA research. In fact, to paraphrase Lentin’s (2008) 
words on Classical Arabic texts, one might argue that the language of 
any written dialectal Arabic text should be assigned to some extent to 
MMA. Below I first survey dialectal Arabic corpora and then move to 
Classical Arabic corpora.  

Especially interesting are so-called multi-dialectal corpora. 
Often, these are just collections of texts in several dialects coming from 
similar sources. For example, Almeman and Lee (2013) describe a 
corpus of Gulf, North African, Levantine, and Egyptian dialects. They 
collected their corpus by compiling a small list of highly dialectal words 
in each dialect, as judged by native speakers, and searching for those 
words with a web search engine. The entire corpus contains around 50 
million words and is available by contacting the authors. Another multi-
dialectal corpus, compiled by Cotterell and Callison-Burch (2014), 
includes texts from five regions (Maghreb, Egypt, the Levant, Iraq, and 
the Gulf) with different dialectal backgrounds, taken from two sources: 
online newspaper user comments and Twitter tweets. All texts have 
been human annotated on Amazon’s Mechanical Turk and judged as 
having high dialectal content. The total size is roughly 1.2 million 

 
20 See Shoufan and Al-Ameri (2015, p. 38-39), for dialectal corpora, and Zaghouni 

(2014), for freely available corpora, whose list is also maintained at http://www.qatar.-
cmu.edu/~wajdiz/corpora.html. Another survey by Al-Thubaity (2015) draws a useful 
comparison of Arabic corpora in terms of size, domain, medium, and availability. 

21 https://sourceforge.net/projects/ar-text-mining/files/Arabic-Corpora/. 
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words and it is freely available.22 Online user comments are also the 
source of the Arabic Online Commentary by Zaidan and Callison-Burch 
(2011), a 52-million-word corpus rich in dialectal content. It covers 
Levantine, Gulf, and Egyptian dialects, and a portion of it was 
annotated at the sentence level on Amazon’s Mechanical Turk.23 
Another multi-dialectal corpus, based on Twitter, is by Mubarak and 
Darwish (2014), who filtered tweets based on geographical information 
and highly dialectal words. Their final corpus contains about 6.5 million 
tweets. Missing from recent surveys, YouDACC is a large corpus of 
user comments to YouTube videos in Gulf, Egyptian, Iraqi, Maghrebi, 
and Levantine dialects, with more than 6 million words (Salama et al. 
2014). The authors used the user location and a list of keywords to 
determine the used dialect on the sentence level. Finally, Sadat et al. 
(2014) collected texts from web forums from 18 countries amounting 
to over 600,000 words.24 However, they do not provide many details 
about their corpus and its availability is unclear. 

More limited in scope are several corpora providing parallel 
texts in several language varieties, i.e. sentences in one variety 
translated to one or more other varieties. For example, Bouamor et al. 
(2014) describe a parallel corpus of 2,000 sentences in MSA and several 
dialects (Eyptian, Tunisian, Jordanian, Palestinian, and Syrian). 
Meftouh et al. (2015) present a parallel corpus of 6,400 sentences in 
MSA and several North-African dialects (specifically, Annaba, Algiers, 
and Sfax), as well as Syrian and Palestinian dialects. This corpus is 
particularly interesting because it includes dialects at a fine-grained 
level and is not limited to the regional level. However, both of these 
parallel corpora are written in Arabic script, which hides many of the 
dialectal differences.25 

 
22 https://github.com/ryancotterell/arabic_dialect_annotation.  
23 The AOC is available at https://github.com/sjeblee/AOC.  
24 These are: Algeria, Bahrain, Egypt, Emirates, Iraq, Jordan, Kuwait, Lebanon, 

Libya, Mauritania, Morocco, Oman, Palestine, Qatar, Saudi Arabia, Sudan, Syria, and 
Tunisia.  

25 Mejdell (2012, p. 237) mentions the problematic issue of writing conventions in 
Arabic script. 
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There have been some efforts to compile corpora for code 
switching between MSA and Arabic dialects. Such a corpus was 
provided in the first workshop on computational approaches to code 
switching (Solorio et al. 2014).26 It contains roughly 10,000 tweets and 
7,000 user comments (overlapping with the AOC mentioned above), in 
both Egyptian Arabic and MSA. Somewhat ambitiously, the texts were 
human annotated at the word level as dialect, MSA, mixed, ambiguous, 
or other. Naturally, such a corpus can be invaluable for MMA research. 

In addition to multi-dialectal corpora, a number of mono-
dialectal corpora have appeared in recent years.27 Especially important 
are so-called “treebanks”. These are text corpora with syntactic 
annotations, or trees. Following the footsteps of the Penn Treebank for 
English (Marcus et al. 1993) and the Penn Arabic Treebank for MSA 
(Maamouri et al. 2004), a treebank for Egyptian Arabic has recently 
been published (Maamouri et al. 2014). Containing more than 300,000 
words, it is annotated with morphological and syntactic information. A 
smaller treebank for transcribed spoken Levantine Arabic also exists, 
containing some 26,000 words (Maamouri et al. 2006). Both the 
Egyptian and the Levantine treebanks are available by contacting the 
LDC.28 Treebanks of dialectal texts can be especially important for 
MMA studies thanks to the linguistic annotations they include. 
Contrary to most large-scale corpora, where automatic and quantitative 
analyses are limited to looking at surface forms, annotations in 
treebanks facilitate such analyses on deeper linguistic levels, from 
morphology to syntax.  

From this short survey it should be evident that (written) 
dialectal Arabic is represented quite well in large-scale electronic 
corpora. On the other end of the continuum stands Classical Arabic. 
Although Middle Arabic is often described as neither dialectal nor 

 
26 The dataset is available at 
http://emnlp2014.org/workshops/CodeSwitch/call.html. 
27 A survey is found in Shoufan and Al-Ameri 2015. 
28 LDC catalog numbers LDC2005E78, LDC2012E93, LDC2012E98, 

LDC2012E89, LDC2012E99, LDC2012E107, LDC2012E125, LDC2013E12, 
LDC2013E21. While finalizing this paper, a treebank of Arabic weblog texts appeared, 
comprising over 200,000 words; see catalog number LDC2016T02. 



Y. BELINKOV 50 

classical, Lentin (2008, p. 216) argues that the language of Classical 
Arabic texts should be assigned to Middle Arabic, at least to some 
extent. It is therefore important to consider available electronic 
Classical Arabic corpora, even though extracting the unstandardized 
parts from these texts can be quite difficult.  

Perhaps the first large electronic corpus of Classical Arabic is 
the one compiled by Elewa (2004), comprising 5 million words. It 
contains texts from the first few centuries in the Islamic era, 
downloaded from two websites.29 While appearing to be quite diverse 
in terms of genres, it is not publicly available and is by now outdated 
by larger corpora. In particular, the King Saud University Corpus of 
Classical Arabic (Alrabiah et al. 2013) contains 50 million words from 
a similar time frame, covering various genres (religion, linguistics, 
literature, science, sociology, and biography).30 Despite its limitation to 
the first four centuries in the Islamic era, it contains texts from genres 
known to reflect Middle Arabic use (Lentin, 2008, p. 216). Also worth 
mentioning are a 2.5 million word corpus of “classical Islamic 
literature” compiled by Rashwan et al. (2011), and Tashkeela,31 
comprising 6 million words of Classical Arabic texts taken from the Al-
Maktaba Al-Shamela website.32 In fact, Al-Maktaba Al-Shamela and 
similar websites33 contain numerous books in Classical Arabic that may 
be valuable for MMA studies.34 However, most are not easily 
accessible. In this regard, ongoing efforts to provide an accessible 

 
29 http://www.muhaddith.org and http://www.alwaraq.com. 
30 The KSUCCA can be downloaded at https://sourceforge.net/projects/ksucca-

corpus/. 
31 https://sourceforge.net/projects/tashkeela/.  
32 http://shamela.ws.  
33 For example, http://www.almeshkat.net and http://www.al-eman.com/Islamlib, also 

mentioned by Habash (2010, p. 135). 
34 For example, a modern commentary to Tafsīr al-Ǧalālayn by ʿAbd al-Karīm al-

Xuḍayr (available at https://shamela.ws/index.php/book/23842) contains a few 
instances of the dialectal phrase wu-midrīʾēš (“and I don’t know what”) inside standard 
Arabic paragraphs.  I thank Alexander Magidow for pointing me to this example. 
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version of Al-Maktaba Al-Shamela might prove valuable in the future 
(Belinkov et al. 2016).35 

Finally, several websites provide online access to large and 
quite diverse corpora. Even though the actual texts are not available for 
download, their search interfaces can be valuable for MMA research, 
although many of the texts on such websites suffer from problems of 
editing and typing that often hide Middle Arabic norms.36 Of the web-
based corpora mentioned by Zaghouni (2014), the following are 
especially relevant for our purposes. The KACST Arabic Corpus (Al-
Thubaity 2015) contains more than 700 million words from various 
sources, including around 16 million words from the Internet and 
roughly the same number of words from texts from the first four 
centuries in the Islamic era.37 The Leeds Arabic Internet Corpus38 has 
more than 300 million words and the International Corpus of Arabic39 
comprises 100 million words. The latter aims to be diverse in terms of 
both genre and geography. Even though it purports to be MSA, it 
includes some genres that are likely to contain mixed language such as 
novels and plays (Alansary et al. 2007). The well-known ArabiCorpus40 
contains more than 170 million words from diverse sources: from 
Quran and Hadith, via pre-modern Adab texts like Kitāb al-ʾaġānī to 
modern news and literature. It is therefore an invaluable resource for 
MMA research. Other web-based corpora, not in Zaghouni’s survey, 
include the Tunisian Arabic Corpus41 that contains more than 800,000 
words, from diverse sources such as folktales, screenplays, web forums, 

 
35 Much work has been done by Maxim Romanov; see also his PhD dissertation 

(Romanov 2013). Work continues as part of the Open Islamicate Texts Initiative 
(OpenITI): http://iti-corpus.github.io.  

36 This issue has been recognized in the introductions to both AIMA 1 (by Lentin 
and Grand’Henry, as cited in den Heijer 2012a) and AIMA 2 (den Heijer 2012a).  

37 See the  s ta t i s t ics  archived a t  
h t tps : / /web.archive .org/web/20150905015724/ht tp: / /www.kacs tac .o
rg .sa /Pages/ByMedium.aspx.   

38 The link given by Zaghouni, http://smlc09.leeds.ac.uk/query-ar.html, is not 
active as of January 2016; an alternate one is at http://corpus.leeds.ac.uk/internet.html.   

39 http://www.bibalex.org/ica/en/About.aspx.  
40 http://arabicorpus.byu.edu.  
41 http://www.tunisiya.org.  
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and transcribed recordings. It also provides a useful and flexible search 
interface. Also worth mentioning here is arTenTen (Arts et al. 2014), a 
5.8 billion words corpus crawled from the web, with a sub-corpus of 
115 million words available through the Sketch Engine (Kilgarriff et al. 
2004) query tool.42 

Before concluding this section, a note is in order about another 
web-based corpus, the Judeo-Arabic Corpus, maintained by the 
Friedberg Jewish Manuscript Society.43 It contains close to 4 million 
words in 110 Judeo-Arabic texts from the 8th to the 18th century (as of 
April 2018). Texts can be viewed in both the original scanned image 
and a transcription. Even though it is not available for download, the 
web interface allows for quite sophisticated searches for words and 
phrases. In short, a corpus dedicated for Judeo-Arabic, which may be 
recognized as a special variety of Middle Arabic (Lentin 2008, p. 218) 
and a notable example of a mixed language (Hary 2009, p. 29, 37-41; 
Hary 2012), is an invaluable resource for MMA studies. 

3. Identifying mixed texts 
The previous section presented a number of collections of texts 

with the potential to contribute to MMA studies. While some of these 
corpora contain multiple texts in different varieties, others contain 
individual texts that are likely to be of a mixed character. One potential 
use case for such corpora is searching them for certain words or phrases 
that are under investigation. However, if one wants to examine mixed 
texts without conditioning on specific key phrases, it is not clear how 
to extract such texts from very large collections. In other words, one 
might look for an automatic computational method for identifying 
mixed texts. This section describes one such method, based on 
statistical language modeling. It also investigates its application in the 
context of a specific corpus and demonstrates its potential contribution 
to MMA studies.  

The approach taken here for automatic identification of mixed 
texts treats it as a case of language identification. In particular, we are 
interested in Arabic variety identification, that is, identifying whether 

 
42 https://www.sketchengine.co.uk.  
43 https://fjms.genizah.org.  
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the variety of a given text is MSA, Classical Arabic, dialectal Arabic, 
MMA, and so on. Identifying the language of a given text is considered 
as a relatively simple task in NLP, especially when the languages of 
concern are distant and the texts are long enough. However, language 
identification in short texts is still a challenge (Zaidan and Challison-
Burch 2014). More significantly, distinguishing closely related 
language varieties is a non-trivial task that has received recent attention 
in the NLP community.44 Nevertheless, automatic methods are able to 
achieve quite good performance, distinguishing between varieties like 
British and American English or Bosnian, Croatian, and Serbian with 
over 90% accuracy (Zampieri et al. 2014). When it comes to identifying 
Arabic varieties, some attention has been given to dialect identification, 
where automatic methods achieve somewhat lower accuracies of 
around 85-90% (Cotterell and Callison-Burch 2014; Zaidan and 
Callison-Burch 2014).  

The most common technique in language identification, also 
adopted for dialect identification (Zaidan and Callison-Burch 2014), 
relies on language modeling. A statistical model of language assigns a 
probability to a text in the language. As a simple example, consider a 
language model that treats every word in the text independently from 
other words. In such a model, the probability of seeing a given word w 
is the number of occurrences of word w in the corpus, divided by the 
total number of words in the corpus:  

P(w)  =  c (w) /C  
Here c(w)	 stands for the number of occurrences of word w in the 
entire corpus and 𝐶 is the total number of words in the corpus. In such 
a model, the probability of a text with K words 𝑤!, 𝑤", …𝑤# is the 
product of all the word probabilities: 

  K  
P(w 1 ,w 2 ,  … w k )  =  ∏ P(w k )  
  k  =   
  1  

Note that such a model does not take the order or context of the words 
into account. It is based on individual word probabilities and is 

 
44 See Zampieri et al. 2014, and references therein. 
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therefore called a unigram language model. A higher-level bigram 
model looks at pairs of words and estimates the probability of a word 
given its previous words: P (w k |w k – 1 ). In general, one might look at 
arbitrary word sequences of length N and construct an N-gram language 
model. In practice, there are all sorts of computational problems that 
need to be dealt with, such as assigning probability to low-frequency 
words, which is often solved by smoothing the probability distribution. 
Jurafsky and Martin (2008, Chapter 4) provide an overview of N-gram 
language models and associated techniques. 

How could language models help in language or variety 
identification? Consider the following setting. Suppose we have several 
large corpora in known varieties, for instance, an MSA corpus, a 
Classical Arabic corpus, and a dialectal Arabic corpus. We can build a 
language model for each of these corpora, which are called the training 
corpora. Then, we are given a new text in an unknown variety, which is 
called the test text. We can use the language models to predict the 
probability that the text belongs to each of the three varieties. If the 
probability assigned to the new text by the MSA model is significantly 
higher than the probability assigned to it by the Classical or dialectal 
model, we decide that this is an MSA text. Now, we must take care to 
keep the training and test data distinct. If we have test data with known 
language varieties, we can measure how well our language models 
identify new texts. In practice, a common measure to assess the 
performance of language models is their perplexity on the test corpus. 
For a test text with words w 1 ,  w 2 ,  …,  wK  the perplexity is defined 
based on the N-gram probability, normalized by the total number of 
words C: 

 
The lower the perplexity, the higher the probability and the better the 
language model reflects the given text.  

One last step is still missing: moving from individual variety 
identification to mixed text identification. In the present work, the 
approach explored builds on the assumption that a mixed text has 
characteristics of two or more language varieties. If these varieties are 
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more or less similarly represented in the mixed text,45 then models 
constructed for individual varieties should be roughly equally 
successful in identifying them. In other words, models of two varieties 
represented in a mixed text should have similar perplexity values. To 
fully evaluate this proposed approach, a comprehensive evaluation on 
a corpus of mixed texts is needed, which is beyond the scope of the 
present work. Instead, a short experimental investigation is described 
below, along with some results.46 

The first step in constructing the mixed texts identification 
experiment is to define training corpora for relevant language varieties. 
The following corpora, all described in Section 2, have been utilized. 
The chosen dataset for dialectal Arabic is mostly based on the human 
annotated dialectal parts of the Arabic Online Commentary (AOC) 
corpus by Zaidan and Callison-Burch (2011). The AOC includes sub-
corpora for Egyptian, Jordanian, and Saudi dialects, collected from 
online user comments to news websites. In addition, the Egyptian 
Arabic Treebank (Maamouri et al. 2014), parts 1-3, was added to the 
Egyptian sub-corpus. The result is a corpus with high dialectal content, 
although it still has mixed elements.47 For MSA, the Corpus of 
Contemporary Arabic (CCA) has been selected (Al-Sulaiti 2004); it 
contains mostly (though not solely) MSA texts in various domains. In 
addition, MSA texts from the AOC have been included in order to 
control for domain variation.48 Finally, the King Saud University 

 
45 This is a rather strong assumption, as mixed texts can be situated anywhere on 

the continuum between dialectal and standard Arabic. While this assumption limits the 
current approach, it can nevertheless be applied to a large selection of mixed texts, and 
has empirical advantages. 

46 Preliminary results of this effort have been briefly mentioned in Arts et al. 2014, 
p. 369.  

47 For example, the Egyptian sub-corpus contains both standard Arabic negation 
lam and dialectal negation ma-š. Interestingly, their frequency is roughly similar (390 
lamvs 361 ma-š), indicating a more dialectal language than certain contemporary 
spoken Mixed Arabic texts, where lam is much more frequent (Mejdell 2012, p. 241).   

48 Language identification is often sensitive to domain mismatch; a language model 
might learn to identify a difference in domain instead of language. Including texts from 
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Corpus of Classical Arabic (KSUCCA) was chosen for Classical Arabic 
(Alrabiah 2013). The sizes of the resulting corpora are given in Table 
1. 

Table 1: Statistics of variety identification corpora 

 MSA Classical Egyptian Jordanian Saudi Dialectal 
Words 1.1M 48.7M 505K 286K 343K 1.1M 
Letters 4.3M 201M 1.7M 988K 1.2M 3.9M 

Next comes the construction of the language models. All of the 
experiments were conducted with the SRILM toolkit (Stolcke et al. 
2002; Stolcke 2011).49 After some initial experiments, a particular 
configuration seemed to be the most successful. This includes a 5-gram, 
character-level language model, that is, a language model that is trained 
on sequencers of letters rather than words.50 A character-level language 
model operates on a smaller vocabulary (just the letters instead of every 
word), and a suitable smoothing technique is Witten-Bell discounting. 
All of these options are simple enough to specify with SRILM. Also 
note that the original Arabic text was pre-processed to separate 
punctuation and transliterate the Arabic to Latin script, which is more 
machine-readable.51 

In order to make sure that the resulting language models are 
good, a small test set has been constructed, consisting of 30 texts in 
three varieties: MSA, classical, and Egyptian Arabic. The texts in this 
test set were selected to be relatively unmixed such that they reflect the 
individual varieties, to the extent that this is possible. Then, the models 
for all three varieties were applied on all the texts and the perplexity 
values were calculated. For each text, the model that had the lowest 

 
similar domains in corpora used for different language models should alleviate this 
problem. 

49 http://www.speech.sri.com/projects/srilm/.  
50 Character-level language models are known to be quite successful in language 

identification (Zaidan and Callison-Burch 2014).  
51 Pre-processing was done with the MADA tool (Habash and Rambow 2005; 

Habash et al. 2009). Crucially, no tokenization or morphological analysis was applied, 
only transliteration and punctuation separation. 
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perplexity was chosen as the predicted variety. This procedure resulted 
in 93% accuracy, indicating that the built models are of reasonable 
quality. 

Finally, let us consider how the built models can be used for 
finding mixed texts. The corpus selected for this experiment is 
arTenTen (Arts et al. 2014), a 5.8-billion-words corpus crawled from 
the web. Being comprised of web data, it contains texts in various 
genres and different varieties, so it is a reasonable candidate for our 
purposes. A portion of this corpus was extracted, containing about 3.4 
million words in 4,807 texts. The language models for MSA, Classical, 
and dialectal Arabic were run on each of the texts. The results of the 
perplexity scores show that the vast majority of the texts, about 85%, 
were identified as MSA, with the rest split more or less equally between 
dialectal and Classical Arabic. Which of these texts are more likely to 
be mixed? One approach would be to look for texts whose perplexity 
scores for two varieties are very close to one another, but distant from 
the third variety. This approach had some success. For example, the 
following text had perplexity scores of 21.15, 22.15, and 46.2 for 
dialectal, MSA, and Classical Arabic, respectively. The text is mostly 
MSA, with a few non-standard elements: ھنإ  with an initial i (can be 
interpreted as either innahu or innu, “that”);52 ولضفت  with a missing final 
alif (tafaḍḍalu or tfaḍḍalu, “please, go ahead”); مكیار  without a middle 
hamza (raʾy or rāy, “opinion”); نیرووووكشم  (“thank you”) with an 
elongation.53 

 نیموی نم ایلاح ھل ضرعی يطشلا راشب يتیوكلا 1 يمیداكأ راتس مجن 
 جارخلإا ،ةركفلاو جارخلإاو ریوصتلا ثیح نم عئار دیدج بیلك ابیرقت
 امومع ،لولأا ھلمع ھنإ دقتعأ حومط يتیوك باش مساجلا زیزع جرخملل

 
52 All the transcriptions are approximate as inferring the correct pronunciation from 

the written text is not always possible. In fact, this is a known feature of mixed texts 
(e.g. Rosenbaum 2000, p. 72, 79). 

53 Most, if not all of the features mentioned in this section are well known in MMA 
texts, so they are not discussed in much detail here. For example, on the orthography of 
alif and hamza see Lentin 2008, p. 220; den Heijer 2012b, p. 161, and references 
therein. 
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 اذھ ىلع ولضفت بیلكلا ىری مل نم لكل .ةلیمج ةئجافم لمحی بیلكلا
 …نیرووووكشم .مكیار ينوطعأو طبارلا

Star Academy [season] 1 star, the Kuwaiti Bashar Al-
Shati, a new clip of his is now being shown since a couple 
of days ago, which has fabulous photography, production, 
and thought. The production is by the producer Aziz Al-
Jasim, an ambitious Kuwaiti guy who I think it is his first 
work. Generally, the clip has a lovely surprise. For 
anyone who did not see the clip, go to this link and let me 
know what you think. Thaaaaank you.  
As another example, consider the following excerpt from a text 

whose scores for dialectal and MSA were much better than its Classical 
Arabic score. The first sentence is in MSA while the last one has several 
dialectal elements, apparently Sudanese from the content: كیار  without 
a middle hamza (as above); ونش  (šinu or šunu, “what”), a common 
dialectal interrogative; عابتت  (titbāʿ, “it is sold”) with a passive inflection 
known, for example, from Egyptian Arabic; ولك  (kullu, “all”).  

 اندشأ دقلف داتسلاا لخاد نم قیرفلا دناس يذلا ةماع روھمجلا اعبطو
 ¼دمحلاو .درفنم تسوب يف لبق نم مھب
 ىف ونش كیار ىل تلق ام نكل .بلاااااااااااااااااااااااااااااااااااااااالالاھ
 نكمم ةردان ةیلایریس ةحول تامیركلا 54ةطوجو لحكلا عم عومدلا
 ولك ولك عابتت ام

Of course, the general public that supported the team 
inside the stadium, we have already praised them before 
in a separate post. Thank god to Hilaalaaaaalaab.55 But 
you did not tell me what you think of tears with kohl and 
the mix of creams, a rare surrealist painting that may not 
be sold at all. 
However, when looking at more texts with two low perplexity 

values (usually for MSA and dialectal Arabic) compared to one higher 
score (usually Classical Arabic), it appears that many of them are not 

 
54 According to a Sudanese speaker, ةطوج  means “mix” in this context. 
55 hilālāb is a Sudanese form referring to the local football team Hilal. For example: 
https://hawamer.com/vb/hawamer622932-6 and 
http://www.skyscrapercity.com/showthread.php?p=53535399.  
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mixed at all. Rather, they are predominantly MSA. In fact, a more 
successful approach could be to simply look for texts identified as 
dialectal Arabic, that is, ones for which the perplexity score of the 
dialectal Arabic model was the lowest. Indeed, it can be argued that any 
written dialectal text is a mixed text to some extent. As an example, 
consider the following text, with highly dialectal content in Egyptian 
Arabic along with MMA norms: ىوا ,ىوووووووووا  (ʾawi, “very”); ادك  
(kida, “this way”); اقبن  with a final alif (nibqa or nibʾa, “we are”); ءادبی  
with a final hamza (yibdaʾ, “he begins”); and so on. 

 سب عادولا ىوووووووووا ةنیزحو ةملؤم تاملك هاااااااااااااااااااااااای
 اذھ عادولا نم عون ىا مھعدونب لاا بیسنو برھن عادولا تقو ىازا
 لاا نضح ىف اقبن مزلا دیكا توملا عادو ادك ىوا نوھی بح ىاو
 بیابحلا عادو رفاسم لاا نضح ىف وضرب دیكا رفسلا عادو 56ةعدونب
 ىسنیو رخلاا بحب دحاو لك ركذتیو ةملكب ءادبی دح نكمی ىنتسنب دیكا
 دیدج نم بولقلا ىف بحلا دوعی ىسعو لعل هءاسلاا

My! These are painful and sad words, Dear me! Good bye 
only? How could we run away when the time of farewell 
comes without saying any good bye to them? Oh, what a 
poor love! It would be a deathly farewell! Of course, we 
must be close to each other and wish him a good trip, yes, 
be close and give the traveler the farewell of his friends. 
Yes, we will wait and may be someone will say the first 
word and everyone will remember he loves the other and 
will forget the evil he did. And perhaps may love fill the 
hearts again. 
To conclude this section, it is important to acknowledge several 

limitations of the above approach. First, the automatic process is not 
perfect and identification mistakes happen. Second, the entire 
identification approach is done at the text level, and cannot identify the 
variety of specific words, phrases, and sentences. Some effort in 
identifying such sub-text units has been carried out in a number of 
recent studies (Solorio et al. 2014). For example, Elfardy et al. (2014) 
have combined language models with automatic morphological 
analysis and gazetteer lists, to perform word-level identification in 

 
56 To be read ھعدونب . 
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code-switched data. It will be useful to combine such an approach with 
the one described here, perhaps by using their system as a second step 
of identifying language varieties in candidate mixed texts. 
Nevertheless, even with these caveats in mind, one could hope that 
automatic methods for variety identification will help MMA 
researchers search through large volumes of texts more rapidly in order 
to find and focus on specific interesting examples.  

4. Conclusion 
As more and more large-scale electronic Arabic corpora are 

becoming available, opportunities arise for new MMA research venues. 
Especially with the rise of electronic media, mixed language forms are 
becoming increasingly common. Computational methods can help 
researchers in studying these large collections of texts, whether by 
automatically identifying mixed texts or by providing large scale 
quantitative analyses. To this end, several important endeavors need to 
be tackled. A first important step may be in compiling electronic 
corpora that are dedicated to MMA, as most available corpora target 
other language varieties even if they do contain a significant number of 
MMA attestations. Such an effort will be especially fruitful if 
accompanied by the construction of linguistic databases of MMA 
features, as advocated in previous AIMA conferences. Another 
essential task is to develop natural language processing tools for MMA. 
Tools such as automatic morphological or syntactic analysis could spur 
quantitative studies on deeper linguistic levels. Such tools are largely 
lacking today, with the exception of a lemmatization tool presented by 
Tuerlinckx (2004). However, similar tools that target Arabic dialects 
are available and may prove useful for MMA texts.57 

In a sense, these ideas are all part of an overarching goal of 
bringing together researchers from the MMA community and the 
natural language processing community. Hopefully, the present paper 
makes a modest step in setting the ground for future such collaboration 
for advancing the study of Middle and Mixed Arabic. 

 
57 Habash (2010, p. 141) mentions a few such tools; more recent tools include 

MADAMIRA, a morphological analyzer and disambiguator with support for Egyptian 
Arabic (Pasha et al. 2014). 
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