Qatar Computing Research Institute

Identifying and Controlling Important Neurons in Neural Machine Translation S e hh
h 4

* . * .e . . . . .
Anthony Bau, Yonatan Belinkov', Hassan Sajjad, Nadir Durrani, Fahim Dalvi, James Glass G0 I ju Lo dooly M
. . . \ \ L HAMAD BIN KHALIFA UNIVERSITY A
{belinkov, abau,glass}@mit.edu {faimaduddin,ndurrani, hsajjad}@gf.org.qga .
1. Motivation 2. Experimental Setup 3. Unsupervised Correlation Methods
¢ Internal representations in Neural Machine Translation (NMT) are not Data: . . . ) .
Il understood . . X Max-Correlation Min-Correlation Linear Regression SVCCA
well : o The United Nations parallel
* Previous work analyzed NMT at the level of whole vector corpus. ! 0000
representations. In contrast, computer vision work found meaningful o MT models from English to Arabic \ ®) WCA ®
individual units (Bau et al.; Zhou et al.). Chinese. French. Russian. S anish, 06(3 - 063 Sloo Ol s rea |
o . . - . P . ’ X ’ o P 4 2 5 0.2 OJo.s O O]
Previous work requires external supervision (linguistic annotation). and an Enelish-to-English 0 0.5 5 l i
« We develop unsupervised methods for finding important neurons & € 2 bearson 01 OUCH  Feamen o! N7 2! 0107
p P! g p . auto-encoder. 0710 correlation 03 0710 correlation 0)o3 Mean squared 0.6|O 0)o3
« Key point: different models learn similar patterns — similar important Max 0.7 ™ Max: 0.9 Max 0.7 e o 09 errors Max: 0.6 Canonical ;570 o

correlation

©
neurons should'erperg'e in the models'. o « MT models: \\ / \\ / \ / \ s /
* We analyze their linguistic content using visualization and o 500 dimensional 2-layer LSTM Score: 0.9 Score: 0.7 Score: 7.3 Score: 0.9

ClaSSiﬁCatiOn (Global maximum) (Minimum of the maximums) (Highest error among models) (Maximum canonical correlation)
> " h X h level and | encoder-decoders with attention.
*We |ntervente int te rlez:a?rentattlopslatt I? negr:n eve a: evaluate © 3 models per language pair, on * Hypothesis: Different NMT models learn similar properties, and therefore should have similar neurons.
our su€cess °_ corl1 ro ou pu‘ a (?ng |ngu|s4 'F prpper 1es. . different training partitions. ¢ Approach: Rank neurons by strength of their correlations with neurons from other networks, on several levels.
¢ Potential applications: model distillation and mitigating model bias.
4. Ablation Studies 5. Analyzing Individual Neurons 6. Controlling Translations
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