
Sparse autoencoders let us decompose polysemantic 
neurons into monosemantic features:

Using sparse feature 
circuits, we can 
discover and edit 
unanticipated 
mechanisms in 
language models.
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Case Study: Subject–Verb Agreement

The girl/girls that the teacher sees
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detection

PP/RC detection
PP/RC end detection

Verb form 
discriminators

This matches the human intuition!

We fold SAEs into the forward pass, and attribute graphs of 
features in performing a behavior:

SHIFT: Improving Generalization

1. Train a probe to classify profession on a biased dataset:
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“He was previously an assistant professor at the 
University of Arizona…”

“She graduated in 2005 with honors, and has 11 years 
of experience as a nurse practitioner”

2. Discover a sparse feature circuit for the classifier
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We get close to the performance of a classifier trained on unbiased data!

SHIFT outperforms a neuron-based approach that has an unfair advantage.
Our judgments about feature relevance are largely informative.

3. Inspect high-effect features; ablate spurious ones

A Fully Unsupervised Interpretability Pipeline
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Passages related to academia, research

Sentence boundaries, healthcare, places, i.a.?

Discovering Sparse Feature Circuits

Most interpretability pipelines require us to know which behaviors we’re looking for. 
What about unanticipated behaviors?

Given large corpus of , encode into feature activations , cluster , 
discover sparse feature circuits for each cluster.
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Feature circuits achieve greater 
faithfulness  and completeness with 
fewer nodes than neuron circuits:
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