Using sparse feature
circuits, we can
discover and edit
unanticipated
mechanisms In
language moaels.
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SHIFT: Improving Generalization

Discovering Sparse Feature Circuits
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Passages related to academia, research

2. Discover a sparse feature circuit for the classifier

3. Inspect high-effect features; ablate spurious ones
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We fold SAEs into the forward pass, and attribute graphs of
features in performing a behavior:

ups , stretches and strengthening

Pythia-70M Gemma-2-2B
X D_—A_D—AD_, m Method TProfession |Gender {1Worst group {Profession |Gender {Worst group
@ SAE feature @ a Original 61.9 87.4 24.4 67.7 81.9 182
A\ SAE error by b, CBP 83.3 60.1 67.7 90.2 50.1 86.7
] Submodule €1 € Random 61.8 87.5 24 .4 67.3 82.3 18.0
SHIFT 88.5 54.0 76.0 76.0 51.5 50.0
‘ Cache activations and metric. Backpropagate Compute effects. . Compute and SHIFT + retrain 93.1 52.0 89.0 95.0 52.4 92.9
m = log p(have) - log p(has) Store gradients. Filter nodes. filter edges. Neuron skyline 75.5 73.2 41.5 65.1 84.3 5.6
Feature skyline 88.5 54.3 62.9 80.8 53.7 56.7
@ @ Oracle 93.0 49.4 91.9 95.0 50.6 93.1

SHIFT outperforms a neuron-based approach that has an unfair advantage.
Our judgments about feature relevance are largely informative.
We get close to the performance of a classifier trained on unbiased data!
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Sparse Feature Circuits: Discovering
and Editing Interpretable Causal
Graphs in Language Models

Samuel Marks?!, Can Rager?, Eric J. Michauds,
Yonatan Belinkov4, David Bau?, Aaron Mueller24

A Fully Unsupervised Interpretability Pipeline

Most interpretability pipelines require us to know which behaviors we're looking for.
What about unanticipated behaviors?

Given large corpus of {(x;, ;) }, encode into feature activations v(x,, y;), cluster v,
discover sparse feature circuits for each cluster.
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—— Feature circuit Step.
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—— Feature circuit w/o SAE errors
—— Feature circuit w/o attention/MLP SAE errors
—— Neuron circuit

This matches the human intuition!
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