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Abstract

Language technology has become pervasive in everyday life. Neural networks are a key
component in this technology thanks to their ability to model large amounts of data. Con-
trary to traditional systems, models based on deep neural networks (a.k.a. deep learning)
can be trained in an end-to-end fashion on input-output pairs, such as a sentence in one
language and its translation in another language, or a speech utterance and its transcrip-
tion. The end-to-end training paradigm simplifies the engineering process while giving the
model flexibility to optimize for the desired task. This, however, often comes at the ex-
pense of model interpretability: understanding the role of different parts of the deep neural
network is difficult, and such models are sometimes perceived as “black-box”, hindering
research efforts and limiting their utility to society.

This thesis investigates what kind of linguistic information is represented in deep learn-
ing models for written and spoken language. In order to study this question, I develop a
unified methodology for evaluating internal representations in neural networks, consisting
of three steps: training a model on a complex end-to-end task; generating feature rep-
resentations from different parts of the trained model; and training classifiers on simple
supervised learning tasks using the representations. I demonstrate the approach on two
core tasks in human language technology: machine translation and speech recognition. I
perform a battery of experiments comparing different layers, modules, and architectures
in end-to-end models that are trained on these tasks, and evaluate their quality at different
linguistic levels.

First, I study how neural machine translation models learn morphological informa-
tion. Second, I compare lexical semantic and part-of-speech information in neural ma-
chine translation. Third, I investigate where syntactic and semantic structures are captured
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in these models. Finally, I explore how end-to-end automatic speech recognition models
encode phonetic information. The analyses illuminate the inner workings of end-to-end
machine translation and speech recognition systems, explain how they capture different
language properties, and suggest potential directions for improving them. I also point to
open questions concerning the representation of other linguistic properties, the investiga-
tion of different models, and the use of other analysis methods. Taken together, this thesis
provides a comprehensive analysis of internal language representations in deep learning
models.

Thesis Supervisor: James R. Glass
Title: Senior Research Scientist

Computer Science and Artificial Intelligence Laboratory
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Chapter 1

Introduction

“Whatever you cannot understand,

you cannot possess.”

— Johann Wolfgang von Goethe

Language technology has become pervasive in everyday life, powering applications

like Apple’s Siri, Google’s Assistant or Amazon’s Alexa. These systems have grown in

popularity in recent years thanks to advances in Artificial Intelligence (AI) technology.

The new wave of AI stands on three pillars: massive amounts of data, high-performance

computing resources, and computational models and algorithms that have the capacity to

utilize these resources. Artificial neural networks are a key ingredient in the success of AI

systems in general, and language technology in particular. These computational models

are excellent “learners”—they can be trained on large amounts of examples generated by

humans and learn the pertinent information in the data they are trained on. This machine

learning paradigm enables AI systems to answer questions, recognize human speech, and

translate sentences between multiple languages.
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An important property of artificial neural networks is the ability to train them in an

end-to-end fashion, i.e., the entire system is based on one model that is optimized to solve

a task of interest (e.g., translate sentences). Whereas traditional systems contain multiple

modules that are built separately and only combined at a later stage, end-to-end systems

are trained jointly on the final task by stacking multiple layers of artificial neural networks

in one model, also known as “deep learning”.

A “deep” neural
network

The main advantages of deep learning

models are their simplicity and the fact that the entire model is optimized for the end

task. However, such models are much more difficult to interpret than their predecessors.

It is not clear what the role of different components is, how they interact, and what kind

of information they learn during the training process. Consequently, systems based on

neural networks are often thought of as a “black-box”—they map inputs to outputs, but

the internal machinery is opaque and difficult to interpret.

A neural network?

The lack of interpretability has major implications for the adoption and further devel-

opment of AI systems. First, gaining a better understanding of these systems is necessary

for improving their design and performance. In current practice, their development is often

limited to a trial-and-error process whereby engineers tweak a part of the system, retrain it

on a large dataset, and measure the final performance, without gaining a real understand-

ing of what the system has learned. More importantly, as more and more AI systems are

being integrated in our daily lives, we need to make sure we can understand and explain

their automatic predictions. Interpretability is important for guaranteeing fairness and ac-

countability in AI systems—if we do not understand the systems we cannot expect them

to be fair to all members of our society. Nor can we expect the public to be confident in

relying on such systems.

Much work in deep learning for language is concerned with the performance on some

end task. A common scenario is to propose new neural network architectures and compare

their performance on a benchmark dataset. For example, different architectures for neural
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machine translation have been proposed and evaluated on standard machine translation

datasets.1 The common research process may be described as an iterative process. First,

researchers design a new neural network architecture. Then, they train the system and eval-

uate its performance on some task. If the performance is not satisfactory, the researchers

change the architecture and re-train and evaluate the system. This process is repeated until

sufficiently good performance is achieved. Figure 1-1 illustrates this process.

Design system Measure performance

Figure 1-1: Common practice in deep learning research iterates between designing an
end-to-end system and evaluating its performance on the end task.

The limitations of the above process have been recognized by the research community.

In an effort to gain more confidence in the quality of different models, researchers often

evaluate them on multiple downstream tasks. For instance, different methods for obtaining

vector representations of words, also known as word embeddings, have been proposed,

and their quality may be evaluated on a variety of tasks [22]. Another example is sentence

embeddings, which are often evaluated on sentence classification and sentence similarity

tasks [80, 116, 147, 180, 201].

This approach still does not provide much insight about the underlying model; to a

large extent, the neural network remains a black-box. This thesis investigates what kind of

linguistic information is captured in such models. It is focused on two key problems in hu-

man language technology: machine translation and speech recognition. Long recognized

as fundamental problems in artificial intelligence and computational linguistics, the recent

1Primary examples include recurrent neural network (RNN) sequence-to-sequence models [318] and
their attentional variants [16, 221], convolutional sequence-to-sequence models [122], and fully-attentional
models [327], although numerous variants have been proposed in recent years.
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years have witnessed great progress in research and development of systems for recogniz-

ing human speech and translating foreign language. If we are ever to achieve anything

the Hitchhiker’s “Babel fish”, solving machine translation and speech recognition is a key

step.

if you stick a Babel
fish in your ear you
can instantly
understand anything
said to you in any
form of language
— The Hitchhiker’s
Guide to the Galaxy

In this introduction, I first comment on terminological issues regarding analysis and

interpretation in machine learning (Section 1.1). Then I present the high-level method-

ological approach used throughout this thesis for analyzing deep learning models for lan-

guage (Section 1.2). Section 1.3 surveys related work on the analysis of neural networks

in language and speech processing. This section aims to provide a brief summary of other

analysis methods that have been considered in the literature. Much of this thesis is con-

cerned with representations of language as they are learned by end-to-end deep learning

models. To properly situate this within the broader work on representing language, I pro-

vide in Section 1.4 a short overview of language representations as they are used in human

language technology, focusing on distributed, vector-based representations, sometimes re-

ferred to as “embeddings” in deep learning parlance. The following two sections provide

the necessary background on machine translation (Section 1.5) and speech recognition

(Section 1.6). These two tasks have a rich and intertwined history, which I briefly sum-

marize before laying down the formal probabilistic models that are commonly used for

these tasks. In both cases, I define the neural network approaches that will be studied in

the remainder of this thesis. Finally, I provide a summary of contributions in Section 1.7.

Thesis roadmap

Before proceeding, it may be helpful to provide a roadmap of the thesis. The work

described in this thesis can be viewed from several perspectives. First, in terms of ap-

plications, I study two fundamental tasks in human language technology. The bulk of

the thesis is concerned with analyzing neural machine translation (Chapters 2–4). Chap-

ter 5 extends the same approach to automatic speech recognition as a proof-of-concept

for the generalizability of the ideas. Second, in terms of the linguistic information that
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is being analyzed, the studies reported in this thesis target the representation of different

linguistic units. Chapters 2 and 3 deal with properties of individual words, while Chap-

ter 4 studies relations between pairs of words, a basic notion of structure. Chapter 5 goes

down to the phonetic level and studies speech representations. Third, these language rep-

resentations are investigated through specific core language and speech processing tasks:

part-of-speech (POS) and morphological tagging (Chapter 2), semantic tagging (Chap-

ter 3), syntactic and semantic dependency labeling (Chapter 4), and phone classification

(Chapter 5). Taken together, this thesis provides a multi-faceted analysis of internal repre-

sentations in deep learning models for language and speech processing.

1.1 Interpretability, Explainability, Transparency, and

What This Thesis Is Not About

Interpretability, explainability, transparency, explainable AI (XAI) — these and other

terms have been used, somewhat interchangeably, in the context of work on deep learning,

and more broadly machine learning and AI. At present there seems to be no consensus on

their precise definition and application to the study of AI systems. A short consideration of

aspects of terminology will help situate this thesis in the broader work on interpretability

in AI.2

Miller [239] surveys a range of work on explanation in the social sciences with rele-

vance to AI. He takes a rather narrow view of interpretability, defining it as “the degree

to which an observer can understand the cause of a decision”. To him, interpretability is

the same as explainability, and the two are different from explicitly explaining decisions

for given examples. While explaining specific model predictions is obviously important in

2See [94, 212], as well as the online book by Christoph Molnar for more reflections and references:
https://christophm.github.io/interpretable-ml-book/.
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work on deep learning for language, this is not the goal of this thesis. However, relevant

work along these lines is briefly mentioned in Section 1.3.2.

Doshi-Velez and Kim [94] define interpretability more generally as “the ability to ex-

plain or to present in understandable terms to a human”. Notice that their definition does

not refer to decisions. Lipton [212] recognizes that “interpretability is not a monolithic

concept, but in fact reflects several distinct ideas”. He contrasts transparency, which is

concerned with how the model works, with post-hoc explanations. Transparency, how-

ever, may mean different things to different stakeholders: developers, users, or the society

as a whole [337]. The methods and experiments in this thesis will be primarily of interest

to machine learning researchers and practitioners, especially those focusing on language

and speech processing. Researchers from closely related disciplines, namely linguists and

cognitive scientists, may also be interested in the methodology and some of the results on

what kind of linguistic information is learned by artificial neural networks.

Another important criterion is the level of analysis. Interpretability and transparency

can operate at a local level, providing explanations for a particular decision [94, 337], or

at a global level, forming a general understanding of the model or system. Such work may

also be further categorized as applied to the entire model, certain model parts, or the under-

lying algorithms [212]. This thesis aims to provide a better understanding of the different

parts and modules in deep learning models for language (striving for decomposibility, in

the sense of [212]). In terms of the levels of analysis put forth by Marr and Poggio [226],

it is concerned mainly with the algorithmic level: what mechanisms and representations

are used by deep learning models of language.

Finally, there has been some debate in the community regarding the need for inter-

pretability.3 Arguments in favor include goals like accountability, trust, fairness, safety,

and reliability. Arguments against typically stress performance as the most important

3For example, a NIPS 2017 debate: https://www.youtube.com/watch?v=2hW05ZfsUUo.
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desideratum. Without dwelling on these debates, I outline in the following section my

high-level approach for analyzing deep learning models, arguing that it sets a better and

more informed research process. The reader can decide if this thesis meets this goal.

1.2 Methodological Approach

The methodology advocated in this thesis aims to depart from the common deep learning

research process, which typically iterates between designing an end-to-end system and

evaluating its performance on the end-task (Figure 1-1). The key idea is to utilize su-

pervised learning tasks to probe the internal representations in end-to-end models. The

first step is to train an existing end-to-end system such as a neural machine translation

system. Then, the trained system is used for generating feature representations. Finally,

a separate classifier is trained, and evaluated, on predicting some linguistic property us-

ing the generated representations. The classifier’s performance reflects the quality of the

representations for the given task, and by proxy, it also reflects the quality of the original

model. This process is illustrated in Figure 1-2.

Train end-to-end
system

Generate feature
representations

Train and
evaluate classifier

Insights improve end-to-end system

Figure 1-2: Proposed methodology for alternating between training neural models and
evaluating the learned representations on specific properties. First, an end-to-end system
is trained. Second, feature representations are generated with the trained model. Third, the
quality of the representations is evaluated by training a classifier on a supervised learning
task. Finally, insights from the analysis can be used to improve the original end-to-end
system.
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Formally, let 𝑓(·;𝜑) denote an end-to-end neural model that maps inputs 𝑥 to outputs 𝑦

and is parameterized by 𝜑. Denote by 𝑓(𝑥;𝜑) some internal representation of 𝑥 obtained

at an intermediate step during the computation of 𝑓(𝑥;𝜑). Define a separate classifier

𝑔(·;𝜓) that takes the internal representation 𝑓(𝑥;𝜑) as input and maps it to an output label

𝑧. At the first step, 𝑓(·;𝜑) is trained on examples {𝑥, 𝑦} and 𝜑 is updated using back-

propagation [288]. At the second step, 𝑓(·;𝜑) generates internal feature representations.

At the last step, 𝑔(·;𝜓) is trained on examples {𝑓(𝑥), 𝑧} and 𝜓 is updated. Crucially, at

this step 𝜑 is not being updated in order to maintain the original representations. In other

words, back-propagation is applied only to 𝑔 and not to 𝑓 .

This procedure can also be cast in informational theoretic terms. Let ℎ = 𝑓(𝑥;𝜑) and

consider the cross-entropy objective function over a training set {ℎ̃, 𝑧}:

−
∑︁
ℎ̃,𝑧

log𝑃𝜓(𝑧|ℎ̃) (1.1)

This is an unbiased estimator of the conditional entropy, so minimizing the cross-entropy

is trying to minimize the conditional entropy:

𝐻(z|h) = −Eℎ,𝑧∼𝑃 [log𝑃 (𝑧|ℎ)] (1.2)

Now, recall the relation between mutual information and conditional entropy, 𝐼(h, z) =

𝐻(z)−𝐻(z|h), and note that 𝐻(z) = −E𝑧∼𝑃 [log𝑃 (𝑧)] is constant (labels 𝑧 are given and

thus the marginal 𝑃 (𝑧) is known and remains unchanged). This means that our procedure

attempts to maximize the mutual information between the internal representation h and the

linguistic property z.

The power of this approach stems from the possibility of comparing representations

from different end-to-end models, or from different parts of a given model. For instance,
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one could compare representations from different layers of a deep neural network. More-

over, evaluating representation quality on different classification tasks provides a window

onto what kind of linguistic information is captured in the neural network.

Opening the black
box

As a concrete example, consider neural machine translation as the end-to-end model

to study, 𝑓 , and suppose we are interested in finding out which parts of the model store

information about parts-of-speech. The neural machine translation model is trained on

parallel sentences (𝑥, 𝑦), where 𝑥 is a source sentence and 𝑦 is a target sentence. Then,

word representations are generated by running source sentences through the encoder and

obtaining the encoded vector representations at the top layer of the encoder, 𝑓(𝑥;𝜑). These

representations are input to a classifier 𝑔(·;𝜓) that predicts a POS tag for every word. The

performance of the classifier is evaluated on a POS tagging test set.

There is one last important component to this approach. If the analysis is successful,

then the results should be useful and applicable. Therefore, the final step is to improve

the original end-to-end model based on insights from the analysis. This step aims to close

the loop and connect the analysis back to the design of the original end-to-end system, as

illustrated in Figure 1-2. This thesis includes one such success story in Chapter 2.

Finally, a note on potential limitations of the outlined methodology. The approach re-

lies on the assumption that the performance of the classifier 𝑔 reflects the quality of the

end-to-end model 𝑓 for the classification task. This is a reasonable assumption since the

input to the classifier are the representations generated by the end-to-end-model, which

are trained for the original task. Nevertheless, it is possible, even if unlikely, that the clas-

sifier performs well by chance and not because the representations need to learn useful

information about the task. Future work may investigate evidence for a causal relation-

ship between the complex end-to-end task and the simpler linguistic property. Another

potential concern is that the classifier is either too weak or too strong. If it is too weak,
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then the representations may contain information that the classifier cannot extract, and the

results might reflect too negatively on the quality of the end-to-end model. If the classifier

is too strong, then it may be able to find patterns that the end-to-end model cannot utilize.

The majority of the experiments in this work are conducted with a one hidden layer neural

network. This setting aims to strike a balance in classifier power. In several cases, other

classifiers are compared. The results typically show that stronger classifiers perform better

in absolute terms, as expected. More importantly, however, experimenting with differ-

ent classifiers leads to consistent relative trends when comparing different inputs, such as

representations from different layers.

1.3 Related Analysis Work

The past few years have seen significant interest in analyzing neural networks in written

and spoken language processing tasks. Much of the work in the field has been concerned

with asking what kind of linguistic information is captured in these models. This question

is at the core of the thesis and so I first discuss related work that tries to answer it more

or less directly. Then I review other work that sheds light on different aspects of deep

learning for language.

1.3.1 What linguistic information is captured in deep learning models

This question can be studied along three dimensions: which objects in the neural network

are being investigated, what kind of linguistic information is sought, and which methods

are used for conducting the analysis.

In terms of the object of study, previous work has looked for linguistic information

in different neural network components. In natural language processing (NLP), this in-
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cludes word embeddings [138, 188, 279], RNN hidden states or gate activations [102,

278, 306, 335, 345], and sentence embeddings [2, 3, 47, 81, 106, 117]. In speech pro-

cessing, researchers have analyzed layers in deep neural networks for speech recogni-

tion [243, 251, 252], and different speaker embeddings [333]. Others have analyzed joint

language-vision [123] or audio-vision models [5, 73, 142].

Different kinds of linguistic information have been analyzed, starting from basic prop-

erties like sentence/utterance length, word presence, or simple word order [2, 3, 73, 81,

117], through morphological [279, 330], syntactic [81, 101, 137, 188, 210, 278, 279, 306,

322], and semantic information [101, 102, 279]. Phonetic/phonemic information [251,

252, 335] and speaker information [251, 333] have been studied in neural network models

for speech, as well as in joint audio-visual models [5].

Methodologically, many studies look for correspondences or associations between

parts of the neural network and certain properties. This may be computed directly, for

instance by computing the correlation between long short-term memory (LSTM) cell ac-

tivations and Mel-frequency cepstral coefficient (MFCC) acoustic features [345], or indi-

rectly, by defining discrimination tasks based on activations [5, 57]. A more common

approach is to predict certain linguistic properties from activations of the neural net-

work [2, 106, 117, 123, 188, 252, 278, 279, 306, 333].4 In this thesis, I follow a similar

approach for analyzing end-to-end models for machine translation and speech recognition.

1.3.2 Other analysis methods

Visualization Visualization has been a valuable tool for analyzing neural networks in

the language domain and beyond. Early work visualized hidden unit activations in RNNs

trained on an artificial language modeling task, and observed how they correspond to cer-

4A similar method has been used to analyze hierarchical structure in neural networks trained on arith-
metic expressions [155, 328].
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tain grammatical relations such as agreement [103]. Much recent work has focused on

visualizing activations on specific examples in modern neural networks for language [103,

168, 173, 278] and speech [251, 345]. The attention mechanism that originated in work

on neural machine translation [16] also lends itself to a natural visualization.5

Another line of work computes various saliency measures to attribute predictions to

input features. The important or salient features can then be visualized in selected ex-

amples [12, 203, 247, 248, 317]. For instance, layer-wise relevance propagation (LRP),

which propagates a measure of relevance down the network [37] has been applied to sev-

eral language processing tasks [10, 11], including neural machine translation [90].6

An instructive visualization technique is to cluster neural network activations with re-

spect to some linguistic properties. Early work has clustered RNN activations showing

that they organize in lexical categories [101, 102]. Similar techniques have been followed

by others; recent examples include clustering of sentence embeddings in an RNN encoder

trained in a multi-task learning scenario [47], and phoneme clusters in a joint audio-visual

RNN model [5].

Challenge sets Another approach for analyzing deep learning models is to evaluate their

performance on carefully constructed examples, known as challenge sets or test suites.

Following work in NLP [196] and machine translation [178], a number of such suites

have been manually constructed to evaluate neural machine translation performance on

a range of linguistic phenomena [23, 49, 161]. These manually-crafted datasets present

high-quality examples that enable fine-grained evaluation of translation quality. However,

they are usually quite small.7 An alternative approach is to generate a large number of

5Sometimes the use of attention is even motivated by a desire “to incorporate more interpretability into
the model” [191].

6Many of the visualization methods are adapted from the vision domain, where they have been extremely
popular; see [356] for a survey.

7Typical sizes are in the hundreds [23, 161] or thousands [49].
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examples programmatically to study specific phenomena, such as morphology [50], syn-

tax [301], or word sense disambiguation [285]. Such datasets offer a less-nuanced evalua-

tion, but they allow for large-scale experiments and a more statistically valid evaluation.8

The challenge set evaluations can be seen as complementary to the approach taken in

this thesis, which is concerned with the quality in “the average case”, as the experiments

are conducted on standard test sets that are randomly sampled from the data. The limita-

tion is that the results may not generalize to edge cases such as in carefully constructed

challenge sets. The advantage is that the results are more likely to capture the performance

in the typical case.

Explaining predictions Explaining specific model predictions is recognized as a desider-

atum for increasing the accountability of machine learning systems [95].9 However, ex-

plaining why a deep, highly non-linear neural network makes a certain prediction is not

trivial. One possibility for achieving this is to ask the model to generate explanations along

with its primary prediction [353, 358]. The shortcoming of this approach is that it requires

manual annotations of explanations, which can be difficult to collect. An alternative ap-

proach is to use parts of the input as explanations in a classification scenario [197], or

input-output associations in a sequence-to-sequence learning scenario [7]. Another inter-

esting recent direction, explored in the vision domain, is to identify influencing training

examples for a particular prediction [187]. Other work considered learning textual-visual

explanations from multimodal manual annotations [271].

8 Similarly motivated datasets have been constructed to evaluate models in other tasks than machine
translation, such as subject-verb agreement in LSTM language models or classifiers [136, 210], or composi-
tionality in sequence-to-sequence (seq2seq) learning [192] and language inference tasks [84].

9See also [282] for a recent overview of explanation methods in deep learning that takes a very broad
view of explanation, including saliency and other attribution methods.
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Adversarial examples Understanding a model requires also an understanding of its fail-

ures. Despite their success in many tasks, machine learning systems can also be very sen-

sitive to malicious attacks or adversarial examples [36, 128, 232, 319]. In the machine

vision domain, small changes to the input image can lead to misclassification, even if

such images are indistinguishable by humans [128, 319]. Adversarial examples can be

generated using access to model parameters (white-box attacks) or without such access

(black-box attacks) [217, 255, 267, 269].

Adversarial examples have also begun to be explored in NLP. A few white-box attacks

look for important text edit operations that will fool a classifier [99, 207, 268, 294]. Others

have considered black-box adversarial examples for text classification [118] or NLP evalu-

ation [164]. Neural machine translation models are also very sensitive to input noise, such

as character-level transformation [26, 146]. Finally, a few studies have explored adver-

sarial examples for speech recognition [51, 76] and other speech processing tasks [190];

see [127] for an overview.

Other methods Erasure is an interesting approach to study neural networks for lan-

guage, where certain components are erased or masked from the network [204]. These

may be word embedding dimensions, hidden units, or even full words. The effect of era-

sure has been evaluated on word-, sentence-, and document-level tasks.

Several studies have conducted behavioral experiments to interpret word embeddings.

A common formulation is to define an intrusion task, where a human is asked to identify an

intruder word, chosen based on a difference in word embedding dimensions [113, 249].10

Since neural networks generate representations in vector space, a common approach

is to find their nearest neighbors and observe them for qualitative trends, for example to

analyze morphological and semantic similarity of words [177, 326, 330].

10The methodology follows earlier work on the interpretability of probabilistic topic models [60].
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1.4 Language Representations

This thesis is focused on analyzing internal representations in deep learning models of

language and speech processing. It is therefore useful to provide a brief overview of such

representations. I will first focus here on the basic unit of a word, and then comment on

representations of smaller and larger units.

You shall know a
word by the company
it keeps
— J. R. Firth

Word vector representations have been used in human language technology at least

since the 1980s. However, they gained renewed popularity in recent years due to ad-

vances in developing efficient methods for inducing high quality representations from large

amounts of raw text. A survey of different representations is given in [324], where three

types of word representations are discussed. Distributional representations are based on

co-occurrences statistics of words in some context, based on the distributional hypothesis

that words appearing in similar contexts have similar meanings. Since these representa-

tions have dimensionality the size of the vocabulary, different dimensionality reduction

techniques can later be applied. For example, using singular value decomposition (SVD)

leads to latent semantic analysis (LSA) [96]. Another type of representation is based on

word clustering, where Brown clustering is a notable example [46]. Finally, distributed

word representations, also known as word embeddings, are low dimensional, real valued,

dense vectors, where each dimension is a latent feature of the word.

Another way to categorize word vector representations is into count and predict mod-

els. The former type corresponds to the distributional representations and is based on

co-occurrence counts. The latter corresponds to distributed representations (embeddings)

and is based on predicting words in some context. Comparing these two types shows that

distributed predictive word embeddings are superior in a variety of semantic tasks [22].11

11Interestingly, some prediction-based models can be cast as count-based models [198] so the distinction
may not be that clear-cut.
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Traditionally, distributed representations have been created by using neural network

language models. A major obstacle in using such representations is that the neural lan-

guage models are typically slow to train. Thus much work has focused on efficient meth-

ods for training such models [34, 77, 241]. An influential work has been the word2vec

toolkit [237, 238], which implemented several successful algorithms for training dis-

tributed word representations. This work has led to many applications and extensions. For

example, these embeddings were used in areas as diverse as sentiment analysis [8, 92], in-

formation retrieval [242], metaphor recognition [244], factoid [163] and community ques-

tion answering [31, 246], summarization [169], semantic parsing [35], machine transla-

tion [354], dependency parsing [21, 62], and Chinese word segmentation [273].

While words are an important unit of human language, they do not tell the whole

story. On the one hand, words combine to form larger meaningful units such as phrases,

sentences, and passages. On the other hand, words are made of smaller units such as

morphemes, phonemes, letters, and characters. We call the units above word level super-

word elements and the ones below word level sub-word elements. Figure 1-3 illustrates

this spectrum. Units above the word level tend to carry more complex semantic content,

but a given super-word element (e.g., a sentence) does not recur very frequently. Sub-word

units, on the other hand, have less semantic content but occur much more often.

Figure 1-3: The spectrum of linguistic elements. Super-word units carry more complex
semantic content but are less frequent. Sub-word units have less semantic content but
occur more frequently.
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Similarly to word vectors, document-level vector representations have also been around

for a while, for example in the form of count-based bag-of-words (BOW) representations

such as LSA or topic models based on latent Dirichlet allocation (LDA) [40]. With the

rise of distributed vector representations for words there has been recent interest in find-

ing analogous representations for both super-word and sub-word elements. In the former

case, word vectors may be composed in different ways to obtain vector representations for

phrases, sentences, and whole texts. For instance, a simple average composition is defined

by an element-wise average of the word vectors. While this method ignores the word order

in the text, it can lead to quite useful generic representations for texts of any length, and

so it is a common baseline to compare with.12

Recursive NN

More sophisticated methods for combining word vectors can be broadly classified into

three types, according to the neural network architecture they employ: recursive neural

networks (RecNNs), RNNs, and convolutional neural networks (CNNs). In RecNNs,

the composition takes place along a syntactic tree. The composition function can be

a single-layer neural network or more sophisticated compositions, and different options

have been explored in various tasks [30, 308–312]. There are also extensions to multiple

sentences [163, 199, 200]. The main difficulty with RecNN methods is their reliance on

a syntactic parse tree. Such a structure may not be available for every language or do-

main, or it might be of poor quality.13

Recurrent NN

An alternative approach processes the sentence (or

text) word-by-word with an RNN. The final representation can be the last hidden state

of the RNN, or a pooling of all states. RNNs tend to have difficulties dealing with long

sequences. One approach to mitigating these problems is to use gating mechanisms such

as LSTM networks [149]. Another common method is to add an attention mechanism,

where the model learns to associate weights with different words in the sentence. This

12The average composition also turns out to capture basic sentence properties fairly well [2].
13It is also questionable whether trees are indeed needed for getting good sentence representations [202].
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approach has been especially successful in machine translation [16, 221], as well as tasks

that involve matching spans of text.14 The machine translation models investigated in this

work fall into this type of models. Finally, CNNs have been gaining popularity in a wide

variety of tasks, including sentence classification [175], relation classification [93], ma-

chine translation [122], and other tasks [78]. A CNN captures local relationships between

words through learned filter weights. Typically, a max-over-time pooling is performed to

obtain a fixed-length vector representation for sentences of arbitrary length. Obviously,

combinations of multiple architectures are possible, such as combining convolutional and

recurrent networks for machine translation [121, 170, 194].15

Convolutional NN

On the other end of the spectrum we find sub-word elements, starting with characters.

Modeling the character level holds potential for alleviating common shortcomings of word

representations. First, out-of-vocabulary (OOV) items can receive reasonable representa-

tions if the characters they are made of are similar to other in-vocabulary items. Second,

character-based models are more robust to typos and non-standard forms that are ubiq-

uitous in user generated content. Finally, character-based representations can generalize

different morphological variants sharing the same basic concept, a common challenge in

morphologically rich languages.16 Vector representations of sub-word units have recently

gained popularity in NLP. For example, character-based neural networks have been used

in a number of tasks, including machine translation [219], language modeling [167, 177],

POS tagging [208, 295], speech recognition [17, 222], dialect identification [28, 174],

text classification [357], and factoid question answering [126]. Chapter 2 of this thesis

investigates the use of character-based representations in neural machine translation.

14The leaderboards for the Stanford natural language inference (SNLI) [42] and question answering
datasets (SQuAD) [281] demonstrate how important attention is in these tasks. In prior work, we found
that attention also helps identify important text chunks in community question answering [286, 287].

15Recently, fully-attentional networks, with no explicit composition, have gained some popularity [327].
16Models based on characters also tend to have fewer parameters because they do not require a word

embedding matrix which has the size of the vocabulary.
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Before closing this section, a word on speech. Many representations of the speech

signal have been considered in the context of speech recognition. Most of them start with

Fourier analysis of the waveform, and compute a spectrogram showing the energy at each

time/frequency point. Often, cepstral analysis is applied to de-convolve the source and the

filter from the speech signal. The spectrum may first be transformed by Mel-scale filters

that mimic human perception, placing a higher weight on energy in low-frequency re-

gions. This results in the popular MFCCs. All these representations are covered in speech

processing textbooks [151] and implemented in standard toolkits such as Kaldi [277].
Mel-spaced filters

In recent years, there have been attempts to move some or all of the speech signal pro-

cessing into the neural network. For instance, in [290], a neural acoustic model with a time

convolution learns better, and complementary, features compared to MFCCs. Others have

investigated learning from the raw waveform and also found benefit in combining multiple

representations as input to the neural network [325]. In Chapter 5, I study representations

learned by an end-to-end ASR model that uses spectrogram features as input.

Finally, ideas from semantic text embeddings have started propagating to the speech

domain, where researchers seek speech representations that capture the meaning of speech

units such as words [64, 74, 75]. Other work found that grounding speech utterances in

images helps obtain semantic representations of different units [5, 73, 141–143, 171].
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1.5 Machine Translation

“Without translation, we would be living

in provinces bordering on silence.”

— George Steiner

“Translation is the art of failure.”

— Umberto Eco

“Traduttore, traditore” — Italian proverb

1.5.1 Background

Historical accounts of machine translation mention the 17th century as the time when

initial thoughts of communicating between languages via mechanical devices (especially,

mechanical dictionaries) first appeared.17 However, these are best seen as early ideas of

a “universal language”, rather than machine translation [156]. Apart from interesting but

mostly unnoticed patents for mechanical dictionaries in 1933 [156], the first proposal for a

translation system is attributed to Warren Weaver in the 1940s, soon after the invention of

electronic computers [336].

Recognizing ... the
semantic difficulties
because of multiple
meanings, etc., I
have wondered if it
were unthinkable to
design a computer
which would
translate. Even if it
would translate only
scientific material ...
and even if it did
produce an inelegant
(but intelligible)
result, it would seem
to me worth while.
— Warren Weaver,
Translation

Weaver’s memorendum on Translation had widespread influ-

ence and “launched machine translation as a scientific enterprise in the United States and

subsequently elsewhere” [156]. In it, Weaver outlined four strategies for machine transla-

tion: determining the meaning of a word from its context, formal proofs that translation by

a computer is logically possible, a cryptographic view of translation in light of Shannon’s

probabilistic communication theory, and language universals. Many of these ideas have

been picked up by the nascent machine translation community in subsequent years [156].

17The brief history outlined here is based on several accounts of machine translation history [156–158,
181, 182, 227, 338]. The Machine Translation Archive also contains many informative sources:
http://www.mt-archive.info.
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... one naturally
wonders if the
problem of
translation could
conceivably be
treated as a problem
in cryptography.
When I look at an
article in Russian, I
say ‘This is really
written in English,
but it has been coded
in some strange
symbols. I will now
proceed to decode.’
— Warren Weaver,
Translation

The excitement of initial years had been faced with limited success in producing high-

quality and scalable machine translation systems. While development of systems operating

in closed domains continued, much of the funding – and research – on machine translation

had been cut in the 1960s [227].18

Research has continued through the 1970s and 1980s with interlingual and transfer

ideas [156, 227], until the statistical revolution of the 1990s. Most influential were the IBM

statistical models [44, 45] that adapted prior work on speech recognition to the translation

case [19]. Inspired by Weaver’s cryptographic and statistical ideas, these models estimated

the probability of translating source sentence 𝑠 to target sentence 𝑡 with Bayes’ theorem in

a noisy channel model:

𝑃 (𝑡|𝑠) =
𝑃 (𝑡)𝑃 (𝑠|𝑡)
𝑃 (𝑠)

(1.3)

Since the goal is to maximize 𝑃 (𝑡|𝑠), this results in what is known as the fundamental

equation of machine translation:

𝑡 = arg max
𝑡

𝑃 (𝑡)𝑃 (𝑠|𝑡) (1.4)

The IBM models defined a probability model with two components: the translation model

𝑃 (𝑠|𝑡) and the language model 𝑃 (𝑡). The language model can be easily estimated from

large amounts on raw texts, for example with n-gram language models [181]. For the

translation model, the IBM papers have introduced a series of models relying on word

alignments, which are estimated from parallel sentences using expectation maximization

18A 1960 report by Bar-Hillel was influential in determining that “Fully automatic, high quality transla-
tion is not a reasonable goal, not even for scientific texts”. With the 1966 ALPAC (Automatic Language
Processing Advisory Committee) report, funding for machine translation saw massive cuts [227]. See [156]
for an interesting, and critical, discussion of this period.
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(EM) algorithms [44, 181, 227].

The statistical paradigm took over, and publicly-available tools for word alignment and

statistical machine translations have become increasingly popular. In the 2000s, phrase-

based approaches [185, 262] have proved very successful and became widely used [227].

The Moses phrase-based system has been particularly popular [186].

Example word and
phrase alignments,
adapted from [227]

Along with phrase-based statistical machine translation, other work has explored hi-

erarchical phrases [65, 66] and more linguistically motivated approaches to syntax-based

statistical machine translation [338] such as mapping between syntactic trees and linear

word sequences in the source and/or target language [115, 213, 216, 305, 347, 348]. Work

on phrase-based and syntax-based statistical machine translation continued into the 2010s,

until the revival and then takeover of neural machine translation.

1.5.2 Neural Machine Translation

Early work involving neural networks in machine translation includes [331], where a neu-

ral parser was integrated in a speech translation system, as well as more independent neu-

ral approaches for machine translation [54, 72, 109, 159, 231, 334]. These, however, were

very limited in scale.19 In the late 2000s, neural networks started showing benefit in full-

scale machine translation systems. Initially, they were incorporated in certain parts of

previous statistical machine translation systems, such as language models [89, 298, 300],

ordering models [86, 172, 206], or other components [218, 299]. The first successful large-

scale approaches to end-to-end neural machine translation used convolutional [170] and

recurrent neural networks [68, 318]. The sequence-to-sequence framework in [318] was

particularly influential. Their model is made of two neural networks: an encoder and a de-

coder. The encoder maps a source sentence to a vector representation, which the decoder

19As noted by Koehn [182], some of these models are remarkably similar to the modern encoder-decoder
approach to neural machine translation; see for example figure 1 in [109].
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then maps to the target translation. The two modules are optimized jointly such that the

model can be trained end-to-end with gradient descent on example translations.

Encoder-decoder
neural machine
translation

More formally, given a source sentence 𝑠 = {𝑤1, 𝑤2, . . . , 𝑤𝑁} and a target sentence

𝑡 = {𝑢1, 𝑢2, . . . , 𝑢𝑀}, the model first generates a vector representation for the source

sentence using an encoder (Equation 1.5) and then maps this vector to the target sentence

using a decoder (Equation 1.6):

ENC : 𝑠 = {𝑤1, 𝑤2, . . . , 𝑤𝑁} ↦→ 𝑠 ∈ R𝑘 (1.5)

DEC : 𝑠 ∈ R𝑘 ↦→ 𝑡 = {𝑢1, 𝑢2, . . . , 𝑢𝑀} (1.6)

The encoder-decoder model is trained jointly on a corpus of example translations {𝑠(𝑖), 𝑡(𝑖)}

by maximizing the log-likelihood of the data:

∑︁
𝑖

|𝑡(𝑖)|∑︁
𝑗=1

log𝑃 (𝑢
(𝑖)
𝑗 |𝑢(𝑖)1 , . . . , 𝑢

(𝑖)
𝑗−1, 𝑠

𝑖)) (1.7)

The encoding and decoding steps assume a vector representation 𝑤 ∈ R𝑑 for each

word in the vocabulary. Typically, the encoder and decoder are modeled as RNNs, such as

LSTM [149] or gated recurrent unit (GRU) networks [69]. The encoder takes the current

word vector 𝑤𝑡 and the previous source hidden state ℎ𝑆𝑡−1, and computes a hidden state

recursively: ℎ𝑆𝑡 = ENC(ℎ𝑆𝑡−1,𝑤𝑡). The decoder similarly computes the hidden states on

the target side: ℎ𝑇𝑡 = DEC(ℎ𝑇𝑡−1,𝑢𝑡). Then, the decoder predicts the next target word by

mapping the hidden state to the vocabulary size 𝑉 , 𝑦𝑡 = 𝑊 𝑦ℎℎ𝑡 ∈ R𝑉 , and computing a

Softmax: 𝑃 (𝑢𝑡+1 = 𝑘|𝑦𝑡) =
exp(𝑦𝑡,𝑘)∑︀𝑉

𝑘′=1 exp(𝑦𝑡,𝑘′ )
.20

Two more improvements are needed for obtaining a state-of-the-art neural machine

20Refer to [129, 318] for more details.
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translation system. First, it is common to stack multiple layers [16, 133, 318],21 such that

the encoder hidden state at layer 𝑙 is conditioned on layer 𝑙 − 1 (Equation 1.8).22

ℎ𝑆,𝑙𝑡 = ENC(ℎ𝑆𝑡−1,ℎ
𝑆,𝑙−1
𝑡 ,𝑤𝑡) (1.8)

The second improvement concerns the conditioning of the decoder on the source sen-

tence encoding. In the above sequence-to-sequence formulation, the source sentence has

one fixed representation, the last encoding hidden state ℎ𝑆𝑁 , which is used to initialize the

decoder’s hidden state and thus conditions the decoder. This means that information from

the encoder is more salient during the initial decoding steps, but then becomes less accessi-

ble as decoding proceeds. It also enforces a strong assumption that all information relevant

for decoding needs to be captured in one vector representation. An alternative is to use all

of the encoder’s hidden states by weighting their contribution to each decoding step [16].

Attention-based
encoder-decoder
neural machine
translation

This so-called attention mechanism allows the decoder to attend to different source states

during decoding. The attention weights are parameterized and conditioned on previous

decoding decisions, forming a soft alignment between source and target words.23
Attention alignment

Recent developments The field of neural machine translation is moving fast and new

improvements appear very frequently. The models studied in this thesis are standard

encoder-decoder models with attention, based on RNNs. More recent developments in-

clude fully-convolutional models [122], purely attention-based models [327], and even

non-autoregressive models [135]. While the final word about the best architecture has not

yet been spoken, the models studied in this work remain highly influential and are basic

models that are implemented in all major neural machine translation toolkits.

21Typical numbers are 2–4 layers, although deeper models have also been considered [43, 344, 361].
22Stacking is usually done by feeding the output of each layer to the input of the layer above it [133],

although other options have been explored [235].
23The specific kind of attention used here is global-general-attention with input-feeding [221].
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1.6 Speech Recognition

“Every field has its Holy Grail, and

automatic speech recognition (ASR) is ours.”

— James L. Flanagan

1.6.1 Background

The first system for the automatic recognition of speech is attributed to a digit recognizer

developed at Bell Labs [85] that measured spectral energy in two wide bands, approxi-

mating the first and second formants.24 It achieved 97–99% accuracy on recognizing dig-

its from a single speaker.25 Similar systems expanded the number of recognized sounds

and in 1959 statistical information regarding phoneme transition probabilities was first

used [88, 111].

The late 1960s and 1970s saw breakthroughs along several lines. New methods for fea-

ture extraction were developed, namely, the fast Fourier transform (FFT), cepstral analysis,

and linear predictive coding (LPC) [125, 227]. Pattern matching algorithms were devel-

oped and applied to speech processing: the deterministic dynamic time warping (DTW)

and the probabilistic hidden Markov model (HMM). Template-based matching of isolated

words was the standard [112, 125], although there were also attempts at continuous speech

recognition [284]. At the same time, automatic speech recognition systems started han-

dling medium vocabularies (thousands of words). DARPA programs were instrumental in

promoting speech recognition research in multiple laboratories.

24This section is largely based on the historical accounts in [112, 125, 227].
25A dog toy named “Radio Rex” is sometimes mentioned as an earlier recognizer [125, 227]. It had a

spring that was released by 500 Hz acoustic energy, roughly corresponding to the first formant of the vowel
/eh/ in “Rex”.
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In the 1980s, continuous speech recognition became common and vocabulary sizes

increased to up to 60,000 words [227]. Larger speech corpora were collected, such as

the TIMIT acoustic-phonetic dataset [120], the most popular LDC corpus. The template

matching approach was replaced by a statistical modeling approach [19]. According to

a noisy channel model, given a speech input 𝑥 and its transcribed label sequence 𝑙, the

probability 𝑃 (𝑙|𝑥) is can be written using Bayes’ theorem as:

𝑃 (𝑙|𝑥) =
𝑃 (𝑥|𝑙)𝑃 (𝑙)

𝑃 (𝑥)
(1.9)

The model seeks to maximize the probability 𝑃 (𝑙|𝑥):

�̂� = arg max
𝑙

𝑃 (𝑙)𝑃 (𝑥|𝑙) (1.10)

The probability 𝑃 (𝑙) is called the language model and can be estimated from raw texts.

The probability 𝑃 (𝑥|𝑙) is the acoustic model, which may be estimated by a Gaussian

mixture model (GMM). The acoustic model and the language model are combined using

a decoding algorithm such as Viterbi decoding [152].

This formulation has been the predominant one for several decades, with many sub-

sequent improvements [125].26 Work has also shifted to larger vocabularies and more

challenging scenarios like conversational speech [125]. Toolkits for ASR appeared in the

1990s and 2000s. Recently, Kaldi has been particularly popular [277].

Neural networks have been considered from time to time in work on automatic speech

recognition. Digit recognizers using neural networks were implemented already in the

1960s [125]. In the 1980s, several systems made use of neural networks for phoneme

recognition [332] or vowel and consonant classification [211, 224]. Hybrid approaches

26Examples include finite-state methods [245], discriminative training [71, 276], segment-based meth-
ods [124, 363], and a variety of language models [152].
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combining HMMs with neural networks also appeared [125]. Interest in neural networks

rose again in the late 2000s with hybrid acoustic modeling approaches showing promis-

ing results, this time with deep neural networks.27 RNNs, especially LSTMs, were par-

ticularly successful, first in phone recognition on TIMIT [132, 133] and then in larger

tasks [292]. Combinations of multiple network types, such as stacking CNNs, RNNs and

fully-connected layers, were also successful [289].

Another important neural ingredient in ASR is in the language model, where neural

language models have provided significant gains [236].

1.6.2 End-to-End Speech Recognition

Traditional ASR
pipeline (MIT 6.345
class notes)

Traditional automatic speech recognition (ASR) systems are composed of multiple

components, including an acoustic model, a language model, a lexicon, and possibly other

components. Each of these is trained independently and combined during decoding. As

such, the system is not directly trained on the speech recognition task from start to end.

In contrast, end-to-end ASR systems aim to map acoustic features directly to text (words

or characters). Such models have recently become popular in the ASR community thanks

to their simple and elegant architecture [18, 59, 70, 130, 222, 234]. Recent advances in

end-to-end ASR also achieve impressive performance [67, 359, 360].

There are two main paradigms in end-to-end ASR: connectionist temporal classifica-

tion (CTC) [9, 107, 130, 234] and attention-based sequence-to-sequence (seq2seq) mod-

els [18, 59, 70]. The seq2seq approach first encodes the sequence of acoustic features

into a single vector and then decodes that vector into the sequence of symbols (charac-

ters). Formally, let 𝑥 = {𝑥1, . . . ,𝑥𝑁} denote sequence of acoustic features28 and let

𝑙 = (𝑙1, . . . , 𝑙𝑀) denote its transcription (for example, a sequence of characters or words).

27The review in [351] provides many useful references on architectures and training.
28For example, MFCCs, spectrograms of frequency magnitudes, or even raw waveform.

61



An encoder generates a vector representation for the utterance (Equation 1.11), which a

decoder then maps to the label sequence (Equation 1.12):

ENC : 𝑥 = {𝑥1, . . . ,𝑥𝑁} ↦→ 𝑢 ∈ R𝑘 (1.11)

DEC : 𝑢 ∈ R𝑘 ↦→ 𝑙 = {𝑙1, . . . , 𝑙𝑀} (1.12)

The encoder-decoder model is trained jointly on a corpus of utterances and their transcrip-

tions, {𝑥(𝑖), 𝑙(𝑖)}, by maximizing the log-likelihood of the data:

∑︁
𝑖

|𝑙(𝑖)|∑︁
𝑗=1

log𝑃 (𝑙
(𝑖)
𝑗 |𝑙(𝑖)1 , . . . , 𝑙

(𝑖)
𝑗−1,𝑥

𝑖)) (1.13)

As in neural machine translation, the attention mechanism improves upon this method by

conditioning on a different summary of the input sequence at each decoding step [59, 70].

Attention-based
seq2seq ASR

CTC-based ASR

An alternative approach to end-to-end ASR is based on CTC, which avoids the need

to condense the full utterance into one vector representation. The CTC model is based

on an RNN that takes acoustic features as input and predicts one symbol per each frame.

Symbols are typically characters, in addition to a special blank symbol. The CTC objective

function [131] marginalizes over all possible sequences of symbols given a transcription:

∑︁
𝑖

log 𝑝(𝑙(𝑖)|𝑥(𝑖)) (1.14)

where the probability of a label sequence 𝑙 given an input sequence 𝑥 is defined as:

𝑝(𝑙|𝑥) =
∑︁

𝜋∈ℬ−1(𝑙)

𝑝(𝜋|𝑥) =
∑︁

𝜋∈ℬ−1(𝑙)

|𝑙(𝑖)|∏︁
𝑗=1

𝜑𝐾𝑗 (𝑥)[𝜋𝑗] (1.15)
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where ℬ removes blanks and repeated symbols, ℬ−1 is its inverse image, and 𝜑𝐾𝑗 (𝑥)[𝑟]

is unit 𝑟 of the model output after the top Softmax layer at time 𝑗, which is interpreted

as the probability of observing label 𝑟 at time 𝑗. This formulation allows mapping long

frame sequences to short character sequences by marginalizing over all possible sequences

containing blanks and duplicates.

The ASR model may be a deep model, with 𝐾 layers, where 𝜑𝑘𝑗 (𝑥) represents the

output of layer 𝑘 at time 𝑗. Layer 𝐾 is the Softmax layer, which maps to the label size (for

example, the size of the alphabet plus the blank symbol).

Both of these approaches to end-to-end ASR usually predict a sequence of characters,

although there have also been initial attempts at directly predicting words [13, 313].

1.7 Summary of Contributions

This thesis lays down a methodological approach for studying internal representations in

end-to-end deep learning models. The methodology has three main steps: (i) training an

end-to-end model on a complex task; (ii) generating internal feature representations with

the trained model for a simpler task; and (iii) training and evaluating a classifier on the

simpler task. This process provides a quantitative evaluation of the representations for a

given task of interest.

The methodology is tested on two important human language technology problems—

machine translation and speech recognition—by evaluating a variety of simple tasks that

target linguistic properties. Specifically, I study neural machine translation from the per-

spective of POS tagging, morphological tagging, semantic tagging, syntactic dependency

labeling, and semantic dependency labeling. I also investigate speech recognition via a

frame-level phonetic classification task.
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The analysis of the results yields interesting insights regarding representation learning

in end-to-end deep learning models. The main important insights are:

∙ Deep neural networks that are trained in an end-to-end fashion learn a non-trivial

amount of linguistic information without being provided with direct supervision

during the initial training process.

∙ Linguistic information tends to be organized in a modular manner, whereby different

parts of the neural network generate representations with varying amounts and types

of linguistic properties.

∙ In particular, a hierarchy of language representations emerges in networks trained

on the complex tasks studied in this thesis. In the machine translation case, lower

layers of the network focus on local, low-level linguistic properties (morphology,

POS, local relations), while higher layers are more concerned with global, high-

level properties (lexical semantics, long-range relations). In the speech recognition

case, phonetic information is better captured in intermediate layers of the network,

while the top layers are more tuned to predicting character sequences.

∙ The encoder and decoder in sequence-to-sequence neural machine translation both

capture a significant amount of morphological information. Nevertheless, injecting

morphological knowledge into the decoder leads to improved representations and

better performance on the translation task.

∙ Differences in architecture correspond to different qualities of language represen-

tations. For instance, networks with access to character information generate rep-

resentations that contain more morphological information than purely word-level

networks. This is especially important for representing infrequent words.
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Chapter 2

Word Structure and Neural Machine

Translation: Morphology

“I goed”, “I clomb”,

“I’m becarefulling”

— A 3-year-old learning morphology

2.1 Introduction

Capturing morphology, or word structure, is an important problem in machine translation.

Languages with rich morphological systems exhibit a large number of surface forms for

each lemma. This poses problems of data sparsity, as many word forms will not be seen

frequently enough in the training data for correctly translating them [181]. Therefore, ma-

chine translation systems resort to different techniques when handling morphologically-

rich languages. First, morphological segmentation can reduce sparsity by sharing of in-

formation between words with similar stems or other morphemes. Such segmentation has
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been shown to improve machine translation performance [6, 15, 139, 184, 258]. Word

segmentation may also be helpful even when it does not strictly correspond to meaningful

units (morphemes), as shown by unsupervised methods for obtaining sub-word units [108,

304, 315, 329, 344].1 Another method for handling morphology in machine translation is

to use various morphological properties as features, an approach that has been extensively

studied in non-neural machine translation [98, 110, 134, 154, 183, 240, 321], and more

recently in neural machine translation [153, 302]. Lastly, neural machine translation fa-

cilitates the use of character-aware representations, where a word may be represented as

a sequence of characters that is processed in a sub-network [27, 82, 209, 219, 291, 330].

Such models maintain the notion of a word, but perform hierarchical processing from char-

acters, through words, to sentences.2 More extreme approaches dispense with the notion

of a word and view the entire sentence as just a sequence of characters [194, 349], although

the space character may serve as an implicit word boundary marker.

Using character-aware representations is attractive for several reasons. It does not re-

quire any pre-processing or post-processing and can be trained in an end-to-end manner.

Using characters may alleviate the high computation load entailed by word representa-

tions when the word vocabulary is large. And importantly, the representations contain

character information that may be helpful for capturing typos and misspellings, as well as

morphological properties.

This chapter investigates what kind of morphological information is captured by neural

machine translation models. The linguistic units of study are words and their sub-parts,

characters and morphemes. The work here aims to provide quantitative, data-driven an-

1Whether unsupervised word segmentation works as well as supervised morphological segmentation in
neural machine translation is an open question and may well be language-specific, as recent studies have
produced conflicting results [153, 291].

2An earlier approach combining word and sub-word units for statistical machine translation is found
in [220].
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swers to the following questions:

1. Which parts of the neural machine translation architecture capture word structure?

2. What is the division of labor between different components of the network? For

example, is morphology better represented in different layers of the network? What

about representations of source and target languages in the encoder and decoder

networks, respectively?

3. How do different word representations help learn better morphology and modeling

of infrequent words? Do models with access to characters learn representations that

are more informative for morphology?

4. How does the target language affect the learning of word structure? Does translating

into different languages requires learning different source-side representations?

To answer such questions, I focus on the tasks of part-of-speech (POS) and full mor-

phological tagging, which is the identification of all pertinent morphological features for

every word. I define word-level classification tasks, where representations from different

parts of the neural machine translation model are used for predicting these properties. I

investigate how different systems capture POS and morphology through a series of exper-

iments along several parameters. For instance, I contrast word-based and character-based

representations, use different encoding layers, vary source and target languages, and com-

pare extracting features from the encoder vs. the decoder.

The experiments employ several languages with varying degrees of morphological

richness: French, German, Czech, Arabic, and Hebrew. They reveal interesting insights

such as:

∙ Character-based representations are much better for learning morphology, especially

for low-frequency words. This improvement is correlated with better translation
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performance. On the other hand, word-based models are sufficient for learning the

structure of common words.

∙ Lower layers of the encoder are better at capturing word structure, while deeper

networks improve translation quality. This suggests that higher layers focus more

on word meaning, an idea we will return to in Chapter 3.

∙ The target language impacts the kind of information learned by the machine trans-

lation system. Translating into morphologically-poorer languages leads to better

source-side word representations. This is partly, but not completely, correlated with

translation quality.

∙ The neural encoder and decoder learn representations of similar quality. The atten-

tion mechanism affects the quality of the encoder representations more than that of

the decoder representations. Section 2.7 explores how to improve the neural ma-

chine translation system by injecting morphological knowledge to the decoder.

2.2 Related Work

Machine translation systems that deal with morphologically-rich languages resort to var-

ious techniques for representing morphological knowledge, such as word segmentation

[15, 184, 258] and factored translation and reordering models [98, 183]; see [181] for

an overview. Characters and other sub-word units have become increasingly popular in

neural machine translation, although they had also been used in phrase-based MT for

handling morphologically-rich [220] or closely related language pairs [97, 253]. In neu-

ral machine translation, such units are obtained in a pre-processing step—for example,

with byte-pair encoding [304] or the word-piece model [344]—or learned during train-

ing with a character-based convolutional or recurrent sub-network [82, 219, 330]. The
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latter approach has the advantage of maintaining the original word boundaries without

requiring pre- and post-processing. Relatedly, I explore a character convolutional neu-

ral network (CNN) which has been used in language modeling and machine translation

[27, 82, 167, 177, 291], evaluate the quality of different representations learned by a sys-

tem augmented with this subnetwork in terms of POS and morphological tagging, and

contrast them with a purely word-based system.

There is little prior work on analyzing neural machine translation from the perspec-

tive of morphology. A relevant work is [330], which analyzes different representations

for morphologically-rich languages in neural machine translation, but does not directly

measure the quality of the learned representations.

2.3 Methodology

The methodological approach taken here for studying morphological information in neural

machine translation is an instantiation of the high-level approach presented in Section 1.2.

It is based on the following three steps: (i) train a neural MT system on a parallel corpus;

(ii) use the trained model to generate feature representations for words in a language of

interest; and (iii) train a classifier using generated features to make predictions for a mor-

phology prediction task. The quality of the trained classifier on the given task serves as a

proxy to the quality of the extracted representations. It thus provides a quantitative mea-

sure of how well the original MT system learns features that are relevant to the given task.

Figure 2-1 illustrates this process for the neural machine translation encoder. A similar

procedure is used for for analyzing representations in the decoder.

The translation model used in the following experiments is a 2-layer long short-term

memory (LSTM) encoder-decoder with attention (Section 1.5.2). The model is trained

using a standard implementation [176] with the following default settings: word vectors
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Figure 2-1: Methodology for analyzing morphology in neural machine translation repre-
sentations. (i) a neural machine translation system is trained on a parallel corpus; (ii) the
trained model is used for generating features; (iii) a classifier is trained using the generated
features. In this case, a POS tagging classifier is trained on features from the first hidden
layer in the encoder.

and LSTM states have 500 dimensions, stochastic gradient descent (SGD) with initial

learning rate of 1.0 and rate decay of 0.5, and dropout rate of 0.3. The character-based

model is a CNN with a highway network over characters [177] with 1000 feature maps

and a kernel width of 6 characters. This model was found to be useful for translating

morphologically-rich languages [27, 82]. The machine translation system is trained for

20 epochs, and the model with the best loss on the development set is used for generating

features for the classifier.

The classifier is modeled as a simple feed-forward neural network with one hidden

layer, dropout (𝜌 = 0.5), a rectified linear unit (ReLU) non-linearity, and an output layer

mapping to the tag set (followed by a Softmax). The size of the hidden layer is set to

be identical to the size of the encoder/decoder’s hidden state (typically 500 dimensions).

The objective function is cross-entropy, optimized by Adam [179] with the recommended

parameters (𝛼 = 0.001, 𝛽1 = 0.9, 𝛽2 = 0.999, 𝜖 = 𝑒−8). Training is run with shuffled
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mini-batches of size 16 and stopped once the loss on the development set stops improving

(allowing a patience of 5 epochs).

A note on the choice of classifier. If the goal is to obtain the best results on predicting

morphology, then a powerful classifier might be desirable (for instance, an LSTM over

encoder states). However, using a non-contextual classifier enables focusing on the qual-

ity of the representations learned by the machine translation system rather than obtaining

state-of-the-art morphological prediction performance. Arguably, if the learned represen-

tations are good, then a non-linear classifier should be able to extract useful information

from them.3

2.4 Data

The experiments on morphology prediction are conducted with several language pairs, in-

cluding morphologically-rich languages, that have received relatively significant attention

in the machine translation community: Arabic-English, German-English, French-English,

and Czech-English. Additional experiments broaden the analysis by studying Arabic-

Hebrew, two languages with rich and similar morphological systems, and Arabic-German,

two languages with rich but different morphologies.

MT data The dataset used for training machine translation models is the WIT3 corpus

of TED talks [55, 56] made available for IWSLT 2016. This allows for comparable and

cross-linguistic analysis. Statistics about each language pair are given in Table 2.1 (under

Predicted).4 The official development and test sets are used for tuning and testing.5 In the

3Note that in a few controlled experiments, a linear classifier produced similar trends to the non-linear
one, but overall lower results; Qian et al. [279] reported similar findings.

4The datasets and more statistics are available at https://wit3.fbk.eu.
5For Arabic-Hebrew, the experiments follow the split in [27]
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Arabic German French Czech

Gold Predicted Gold Predicted Predicted Predicted

Train Tokens 0.5M 3.7M 0.9M 4M 5.2M 2M
Dev Tokens 63K 41K 45K 50K 55K 35K
Test Tokens 62K 79K 44K 25K 23K 20K

Train Sentences 16K 0.2M 47K 0.2M 0.2M 0.1M
Dev Sentences 1984 2456 1500 2452 2551 1991
Test Sentences 1950 5177 1500 5431 4273 4223

POS Tags 42 54 33 368
Morphological Tags 1969 214 – –

Table 2.1: Statistics for annotated corpora used in morphology prediction experiments,
with either gold or predicted tags. The numbers with predicted tags correspond to the
non-English side in Arabic/German/French/Czech-English parallel data.

experiments below, the reported results are averages over test sets.

Annotated data Two kinds of datasets were used for training POS and morphological

classifiers: gold-standard and predicted tags. The predicted tags were obtained by anno-

tating the parallel data with freely available taggers, while gold tags are extracted from

human-annotated datasets.6 Table 2.1 provides statistics for datasets with gold and pre-

dicted tags. The classifiers were trained on predicted annotations, and similarly on gold

annotations, when these are available.

Experiments using gold tags were conducted on the Arabic Treebank for Arabic7 and

the Tiger corpus for German.8 The following tools were used to annotate the parallel

corpora: MADAMIRA [272] for Arabic POS and morphological tags, Tree-Tagger [296]

for Czech and French POS tags, LoPar [297] for German POS and morphological tags, and

6Using predicted tags is necessary when studying representations on the decoder side. For fair compari-
son, results are also reported with predicted tags on the source side.

7Experiments followed the versions and splits described in the MADAMIRA manual [272].
8Two sets with 1500 sentences each were randomly chosen for development and test, since the Tiger

corpus does not have a specified split. The Tiger corpus is available at http://www.ims.uni-
stuttgart.de/forschung/ressourcen/korpora/tiger.html.
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MXPOST [283] for English POS tags.9 As mentioned before, our goal is not to achieve

state-of-the-art results, but rather to study what different components of the neural machine

translation architecture learn about word morphology.

2.5 Encoder Analysis

The encoder processes the source sentence and produces a vector representation for word

𝑡 at layer 𝑙, ℎ𝑆,𝑙𝑡 (Equation 1.8, repeated here):

ℎ𝑆,𝑙𝑡 = ENC(ℎ𝑆𝑡−1,ℎ
𝑆,𝑙−1
𝑡 ,𝑤𝑡) (1.8)

This section studies the impact of several aspects on the quality of these representations

from the perspective of morphology: character-based vs. word-based representations, what

happens at different layers in the encoder, and how translating into different target lan-

guages affects the source-side representations.

2.5.1 Effect of word representation

Neural machine translation models tend to perform better when they have access to char-

acters and other sub-units (Section 2.1). Do such models also learn better representations

in terms of morphology? Table 2.2 shows POS and morphological tagging accuracy us-

ing features from different character-based and word-based encoders. Character-based

models always generate better representations for POS tagging, especially in the case of

morphologically-richer languages like Arabic and Czech. The superior morphological

power of the char-based model also manifests in better translation quality (measured by

9These tools are recommended on the Moses website: http://www.statmt.org/moses/?n=
Moses.ExternalTools
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POS Morphology
Gold Pred Gold Pred BLEU

Word/Char Word/Char Word/Char Word/Char Word/Char

Arabic-English 80.31/93.66 89.62/95.35 67.66/81.61 78.27/84.15 24.7/28.4
Arabic-Hebrew 78.20/92.48 88.33/94.66 65.20/79.66 77.55/83.51 9.9/10.7
German-English 87.68/94.57 93.54/94.63 – 88.67/90.45 29.6/30.4
French-English – 94.61/95.55 – 37.8/38.8
Czech-English – 75.71/79.10 – 23.2/25.4

Table 2.2: Effect of word representation on encoder representations: POS and morpho-
logical tagging accuracy on gold and predicted tags using word-based and character-based
representations, as well as corresponding BLEU scores. Character-based representations
always lead to better representations as well as higher BLEU scores.

BLEU [270]), as shown in the table.

The word-based representations are quite weak in the case of gold tags, which can be

attributed to the change of domains: gold tags are on a different corpus than the trans-

lation corpus, while predicted tags are on the same corpus. This leads to a large degree

of unknown words when training classifier on word-based vs. character-based represen-

tations. Let us examine the impact of word frequency more closely in an example case:

Arabic POS and morphological tagging using gold tags. Figure 2-2a shows the effect of

using word-based vs. character-based feature representations, obtained from the encoder

of the Arabic-Hebrew system. Clearly, the character-based model is superior to the word-

based one. This is true for the overall accuracy (+14.3% in POS, +14.5% in morphology),

but even more so in out-of-vocabulary (OOV) words (+37.6% in POS, +32.7% in mor-

phology). Figures 2-2c and 2-2d show that the gap between word-based and char-based

representations increases as the frequency of the word in the training data decreases. In

other words, the more frequent the word, the less need there is for character information.

These findings make intuitive sense: the char-based model is able to learn character n-
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gram patterns that are important for identifying word structure, but as the word becomes

more frequent the word-based model has seen enough examples to make a decision.

Figure 2-2b plots the difference in POS accuracy when moving from word-based to

character-based representations, per frequency of the tag in the training data. Tags closer

to the upper-right corner of the figure occur more frequently in the training set and are

better predicted by character-based compared to word-based representations. There are a

few fairly frequent tags (in the middle-bottom part of the figure) whose accuracy does not

improve much when moving from word-based to character-based representations: mostly

conjunctions, determiners, and certain particles (CC, DT, WP). But there are several very

frequent tags (NN, DT+NN, DT+JJ, VBP, and even PUNC) whose accuracy improves quite

a lot. Then there are plural nouns (NNS, DT+NNS) where the character-based model re-

ally shines. This makes sense linguistically as plurality in Arabic is usually expressed by

certain suffixes (“-wn/yn” for masculine plural, “-At” for feminine plural). The character-

based model is thus especially good with frequent tags and infrequent words, which is

understandable given that infrequent words typically belong to frequent open categories

like nouns and verbs.
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(a) (b)

(c) (d)

Figure 2-2: The effect of frequency on character-based and word-based representations.
(a) Improvement in POS/morphology accuracy of character-based vs. word-based mod-
els for words unseen/seen in training, and for all words. (b) Increase in POS accuracy
with character-based vs. word-based representations per tag frequency in the training set;
larger bubbles reflect greater gaps. (c/d) POS/Morphology accuracy of word-based and
character-based models per word frequency in the training data.
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Figure 2-3 plots confusion matrices for POS tagging using word-based and character-

based representations (from Arabic encoders). While the character-based representations

are overall better, the two models still share similar misclassified tags. Much of the confu-

sion comes from wrongly predicting nouns (NN, NNP). In the word-based case, relatively

many POS tags with determiner (DT+NNP, DT+NNPS, DT+NNS, DT+VBG) are wrongly

predicted as non-determined nouns (NN, NNP). In the character-based case, this hardly hap-

pens. This suggests that the character-based representations are predictive of the presence

of a determiner, which in Arabic is expressed as the prefix “Al-”10 (the definite article), a

pattern easily captured by a character-based model.

(a) Word-based representations. (b) Character-based representations.

Figure 2-3: Confusion matrices for POS tagging using word-based (a) and character-
based representations (b).

10Arabic examples use the Buckwalter transliteration [48, 140]:
http://www.qamus.org/transliteration.htm.
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2.5.2 Effect of encoder depth

Modern NMT systems use very deep architectures with up to 8 or 16 layers [344, 361]. In

order to understand what kind of information different layers capture, different classifiers

can be trained on the representations ℎ𝑆,𝑙𝑡 from different layers. The experiments here

focus on the case of a 2-layer encoder-decoder model for simplicity, that is, 𝑙 ∈ {0, 1, 2},

where 𝑙 = 0 is the word embedding layer (the input to the encoder).

Figure 2-4 shows POS and morphological tagging results using representations from

different encoding layers across five language pairs. The general trend is that passing

word vectors through the encoder improves POS and morphological tagging, which can

be explained by the contextual information contained in the representations after one layer.

However, it turns out that representations from the first layer are better than those from the

second layer, at least for the purpose of capturing word structure. In contrast, BLEU scores

actually increase when training 2-layer vs. 1-layer models (e.g., +1.11/+0.56 BLEU for

Arabic-Hebrew word/character-based models). Thus translation quality improves when

adding layers but morphology quality degrades. Intuitively, it seems that lower layers of

the network learn to represent word structure while higher layers are more focused on

word meaning. This hypothesis will be revisited in Chapter 3. For now, note that a similar

pattern was observed in a joint language-vision deep recurrent network [123].
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(a) POS, word-based. (b) POS, character-based.

(c) Morphology, word-based. (d) Morphology, character-based.

Figure 2-4: The effect of layer depth on POS and morphological tagging using represen-
tations from word-based and character-based encoders of different language pairs. Layer
1 tends to perform better than layer 0 (word or character CNN representations) or layer 2.
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2.5.3 Effect of target language

While translating from morphologically-rich languages is a challenging task, translating

into such languages is even harder.11 For instance, the Arabic/Czech to English systems

obtain BLEU scores of 24.69/23.2 respectively (Table 2.2), while comparable systems

translating English to Arabic/Czech obtain only 13.37/13.9 BLEU. How does the tar-

get language affect the learned source language representations? Does translating into a

morphologically-rich language require more knowledge about source language morphol-

ogy? In order to investigate these questions, consider the following experiment. Given a

certain source language, train neural machine translation models using different target lan-

guages. To make a fair comparison, the models are trained on the intersection of the train-

ing data based on the source language. In this way the experimental setup is completely

identical: the models are trained on the same Arabic sentences with different translations.

Figure 2-5 shows the result of such an experiment with an Arabic source, and multiple

target languages. These target languages represent a morphologically-poor language (En-

glish), a morphologically-rich language with similar morphology to the source language

(Hebrew), and a morphologically-rich language with different morphology (German). As

expected, translating into English is easier than translating into the morphologically-richer

Hebrew and German, resulting in higher BLEU scores. Despite their similar morphologi-

cal systems, translating Arabic to Hebrew is worse than Arabic to German, which can be

attributed to the richer Hebrew morphology compared to German. POS and morphology

accuracies share an intriguing pattern: the representations that are learned when translating

into English are better for predicting POS or morphology than those learned when translat-

ing into German, which are in turn better than those learned when translating into Hebrew.

11Therefore, machine translation from a morphologically-poor language such as English into a
morphologically-rich language typically produces much worse results than in the other direction. See for
example the recent WMT evaluation results [41]. More references on translating into morphologically-rich
languages are given in [79].
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Figure 2-5: Effect of target language on source-side representations in the encoder.
POS/morphology accuracy and BLEU scores with Arabic source and different target lan-
guages. Translating into a morphologically-poor language leads to slightly improved rep-
resentations on the source-side.

This is remarkable given that English is a morphologically-poor language that does not

display many of the morphological properties that are found in the Arabic source. In con-

trast, German and Hebrew have richer morphologies, so one could expect that translating

into them would make the model learn more about morphology.

A possible explanation for this phenomenon is that the Arabic-English model is sim-

ply better than the Arabic-Hebrew and Arabic-German models, as hinted by the BLEU

scores in Table 2.2. The inherent difficulty in translating Arabic to Hebrew/German may

affect the ability to learn good representations of word structure. However, it turns out that

an Arabic-Arabic autoencoder learns to recreate the test sentences extremely well, even

though its word representations are actually inferior for the purpose of POS/morphological

tagging (Figure 2-5). This implies that higher BLEU does not necessarily entail better mor-

phological representations. In other words, a better translation model learns more infor-

mative representations, but only when it is actually learning to translate rather than merely

memorizing the data as in the autoencoder case. Note that these trends are consistent in

other language pairs (see Table A.1 in Appendix A).
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2.6 Decoder Analysis

Languages differ
essentially in what
they must convey and
not in what they may
convey.
— Roman Jakobson,
On Linguistic
Aspects of
Translation

So far we only looked at the encoder. However, the decoder is a crucial part in a neural

machine translation system with access to both source and target sentences. Intuitively, the

decoder needs to generate grammatical surface forms in the target language, so we may

expect it to learn good morphological representations on the target language. This section

examines what the decoder learns about morphology of the target language, by following

the same methodology. First, a neural machine translation system is trained on the parallel

corpus. Then, the trained model is used to encode a source sentence and generate feature

representations for words in the target sentence: ℎ𝑇𝑡 , in the notation from Section 1.5.2.12

These features are used to train a classifier on POS or morphological tagging on the target

side.13 See Figure 2-6 for an illustration of this approach.

Figure 2-6: Illustration of the approach for analyzing decoder representations. A classifier
is trained to predict morphological tags on the target side using features from the decoder
of a pre-trained neural machine translation model.

12Note that in this case the decoder is given the correct target words one-by-one, similar to the usual
neural machine translation training regime.

13This section only considers predicted tags for lack of available parallel data with gold POS or morpho-
logical tags.
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Table 2.3a (1st row) shows the results of using word representations generated with

the encoder and the decoder from the Arabic-English and English-Arabic models, respec-

tively. There is a modest drop in representation quality with the decoder. This drop may

be correlated with lower BLEU scores when translating English to Arabic vs. Arabic to

English. We observed fairly small drops with higher quality translation directions (com-

pare Table 2.3b with Table 2.2).

POS Accuracy BLEU
Attention Encoder Decoder Arabic-English English-Arabic

Word
3 89.62 86.71 24.69 13.37
7 74.10 85.54 11.88 5.04

Char 3 95.35 91.11 28.42 13.00

(a) Arabic POS tagging accuracy using encoder and decoder representations from Arabic-English
and English-Arabic models, respectively.

English-German English-Czech German-English French-English

POS 94.29 71.87 93.26 94.36
BLEU 23.4 13.9 29.6 37.8

(b) POS accuracy and BLEU using (word-based) decoder representations in different language
pairs.

Table 2.3: Decoder vs. encoder representations.

The little gap between encoder and decoder representations may sound surprising,

when we consider the fundamental tasks of the two modules. The encoder’s task is to

create a generic, close to language-independent representation of the source sentence, as

shown by recent evidence from multilingual NMT [165]. The decoder’s task is to use this

representation to generate the target sentence in a specific language. One might conjecture

that it would be sufficient for the decoder to learn a strong language model in order to

produce morphologically-correct output, without learning much about morphology, while

the encoder needs to learn quite a lot about source language morphology in order to create
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a good generic representation. However, their performance seems more or less compara-

ble.14 The next section investigates what the role of the attention mechanism in the division

of labor between encoder and decoder.

2.6.1 Effect of attention

Consider the role of the attention mechanism in learning useful representations: during

decoding, the attention weights are combined with the decoder’s hidden states to generate

the current translation. These two sources of information need to jointly point to the most

relevant source word(s) and predict the next most likely word. Thus, the decoder puts sig-

nificant emphasis on mapping back to the source sentence, which may come at the expense

of obtaining a meaningful representation of the current word. A plausible hypothesis, then,

is that the attention mechanism hurts the quality of the target word representations learned

by the decoder.

Illustration of
attention weights
when predicting
“Mary”

To test this hypothesis, we train NMT models with and without attention and compare

the quality of their learned representations. As TTable 2.3a shows (compare 1st and 2nd

rows), removing the attention mechanism decreases the quality of the encoder represen-

tations significantly, but only mildly hurts the quality of the decoder representations. It

seems that the decoder does not rely on the attention mechanism to obtain good target

word representations, contrary to our hypothesis. To evaluate the role of the attention di-

rectly, recall that the attention mechanism forms a link between the encoder and decoder

that enables the decoder to utilize information from the encoder. Indeed, one can track

the attention weights and find the most-attended word during decoding. Adding the en-

coder representation of this most-attended word to the decoder representation improves

the target-side morphological prediction (Figure 2-7), showing that this information can

14We will return to this question in Section 2.7, where we attempt to improve the decoder by injecting
morphological information while training the NMT system.
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be utilized by the decoder through the attention mechanism.

Figure 2-7: Effect of attention mechanism on decoder representations in Arabic POS tag-
ging, German morphological tagging, and Czech morphological tagging. Removing the
attention mechanism leads to little or no effect on decoder representations. Including the
encoder representation of the most attended to word results in better representations.

2.6.2 Effect of word representation

In the encoder analysis (Section 2.5), character-based representations proved to be better

than word-based ones, both in terms of morphology and in overall translation quality. Does

this behavior arise also in the decoder? Table 2.3a shows POS accuracy of word-based vs.

character-based representations in the encoder and decoder (compare 1st and 3rd rows).

In both bases, char-based representations perform better.15 BLEU scores behave differ-

ently: the character-based model leads to better translations in Arabic-to-English, but not

in English-to-Arabic. A possible explanation for this phenomenon is that the decoder’s

15Note that character-based representations in the decoder are applied only on input words. The decoder
predictions are still done at the word level, so it is possible to use its hidden states as word representations.
Fully-character models [194, 349] go beyond that, but analyzing their representations is less straightforward.
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predictions are still done at word level even with the character-based model (which en-

codes the target input but not the output). In practice, this can lead to generating unknown

words. Indeed, in the Arabic-to-English case, the character-based model reduces the num-

ber of generated unknown words in the test set by 25%, while in the English-to-Arabic

case the number of unknown words remains roughly the same between word-based and

character-based models.

2.7 Closing the Loop: Improving the NMT Decoder

Section 2.6 demonstrated that the decoder learns morphological representations of simi-

lar or slightly lower quality to that of the decoder. We have also seen that the decoder

can utilize information from the encoder through the attention mechanism, while the en-

coder suffers more from the lack of attention. However, it is not clear whether the decoder

is learning just enough morphology or whether translation performance can benefit from

improving morphological learning in the decoder. Therefore, this section studies the fol-

lowing question: can the translation performance be improved by injecting morphological

information to the neural machine translation decoder?

2.7.1 Methods

Three different methods for promoting morphological awareness in the decoder were in-

vestigated (see Figure 2-8). First, a simple joint generation approach concatenates the

target words and morphological tags. Given a source sentence, the decoder first predicts

the target words and then continues to predict the target tags. Second, the example sen-

tences and tag sequences are mixed in the corpus in a joint learning approach. In this

method, a source sentence is prefixed with a special symbol indicating whether it is to be
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Figure 2-8: Methods for injecting morphological knowledge into the decoder: joint gener-
ation of a sequence of words and morphological tags; joint data learning on a corpus with
both translations and target-side tags; and multi-task learning of translation and morpho-
logical tagging.

translated into target words or tags [165, 303]. Third, in a multi-task learning approach,

the model is modified such that the decoder has two different output layers, one for gen-

erating target words and one for generating target tags. The lower parts of the decoder

(i.e., the recurrent neural network (RNN) layers) are shared between the tasks, as are the

encoder and attention modules. This method optimizes a joint loss function:

(1 − 𝜆)
∑︁
𝑖

|𝑡(𝑖)|∑︁
𝑗=1

log𝑃 (𝑢
(𝑖)
𝑗 |𝑢(𝑖)1 , . . . , 𝑢

(𝑖)
𝑗−1, 𝑠

(𝑖)) + 𝜆
∑︁
𝑖

|𝑡(𝑖)|∑︁
𝑗=1

log𝑃 (𝑚
(𝑖)
𝑗 |𝑚(𝑖)

1 , . . . ,𝑚
(𝑖)
𝑗−1, 𝑠

(𝑖))

(2.1)

where 𝑚(𝑖)
𝑗 is the 𝑗-th tag in the 𝑖-th target sentence. As before, 𝑠(𝑖) is the 𝑖-th source

sentence, 𝑡(𝑖) is the 𝑖-th target sentence, and 𝑢(𝑖)𝑗 is the 𝑗-th word in the 𝑖-th target sentence.

Here 𝜆 is a hyper-parameter that provides a trade-off between morphology (higher values)

and translation (lower values).
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2.7.2 Experiments

The different methods for improving morphological learning were tested on two language

pairs where the target language has rich morphology (English-German and English-Czech)

and one pair where the target language is morphologically-poor (German-English). The

experimental setup follows that described in 2.4, using the same datasets and baseline

neural machine translation systems.16

Figure 2-9a shows the improvement in BLEU when adding morphology to the decoder

using the three methods, compared to the baseline systems. Clearly, the joint-generation

is unsuccessful in improving translation performance. This may be because concatenating

target words and tags leads to large distances between each word and its corresponding

tag.17 The joint-learning approach is more successful, leading to +0.6 on English-German,

but little to no improvements on the other language pairs. The multi-task learning approach

seems the best of the three. It too obtains +0.6 on English-German, but also slightly

improves the other language pairs by about +0.2 BLEU.

The multi-task learning results in Figure 2-9a are the test results corresponding to the

best value of 𝜆, as tuned on the held-out tune set. Figure 2-9b shows an example of such

tuning for English-German, demonstrating the trade-off between morphology and trans-

lation prediction. In all language pairs, a value of 𝜆 = 0.2 produced the best translation

performance on the tune set, indicating that a modest amount morphological knowledge is

helpful for translation.

16The only difference is that test-11 is used for tuning, while the other test sets are used for evaluation.
17One remedy may be to interleave words and tags [250].
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(a) Improvements from adding morphology.
A y-value of zero represents the baseline.

(b) Multi-task learning: translation vs. morpho-
logical tagging weight for the En-De model.

Figure 2-9: Effect of adding morphology to the decoder in different ways.

2.7.3 Discussion

The experiments reported in this section provide a good example of how analysis work can

lead to insights that improve the original end-to-end system. The analysis in Sections 2.5

and 2.6 revealed that both the neural machine translation encoder and the decoder learn

quite informative representations in terms of morphology, while the attention mechanism

is important for encoder representation quality more than for decoder representation qual-

ity. This discovery motivated the investigation of several different methods for improving

neural machine translation by injecting morphological knowledge to the decoder. This

is therefore a fine example of closing the loop that was introduced in Section 1.2 (recall

Figure 1-2), connecting analysis back into architecture changes in the original system.
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2.8 Conclusion and Future Work

The representations used by neural networks for linguistic units are crucial for obtaining

high-quality translation. This chapter investigated how neural machine translation models

learn word structure. Their representation quality was evaluated on POS and morphologi-

cal tagging in a number of languages. The results lead to the following conclusions:

∙ Character-based representations are better than word-based ones for learning mor-

phology, especially in rare and unseen words.

∙ Lower layers of the neural network are better at capturing morphology, while deeper

networks improve translation performance. This led to the hypothesis that lower

layers are more focused on word structure, while higher ones are focused on word

meaning. This idea will be explored in the next chapter.

∙ The target language impacts how well the encoder learns source language morphol-

ogy. Translating into morphologically-poorer languages leads to better source-side

word representations. This is partly, but not completely, correlated with BLEU

scores.

∙ There are only little differences between encoder and decoder representation quality.

The attention mechanism does not seem to significantly affect the quality of the

decoder representations, while it is important for the encoder representations. These

results motivated jointly learning translation and morphology, which led to improved

representations and translation quality.

The next chapter will revisit some of these questions in the context of a lexical semantic

task, with a particular focus on questions of representation depth.
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These insights can guide further development of neural MT systems. For instance,

future work can investigate the incorporation of morphology into other parts of the neural

machine translation architecture. Jointly learning translation and morphology is a promis-

ing direction. The analysis in this chapter indicates that this kind of approach should

take into account factors such as the encoding layer and the type of word representa-

tion. Another area for future work is to extend the analysis to other word representations

(such as byte-pair encoding or the word-piece model), deeper networks, and to study other

languages that exhibit rich morphological systems. Finally, a similar methodology can

be applied for studying morphological properties in other “end-to-end” neural network

models, such as syntactic parsing, coreference resolution, and more high-level language

understanding tasks.
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Chapter 3

Word Meaning and Neural Machine

Translation: Lexical Semantics

“every word (lexical unit) has also something that

is individual, that makes it different from any other

word. And it is just the lexical meaning which is the

most outstanding individual property of the word.”

— Ladislav Zgusta, Manual of Lexicography

3.1 Introduction

A core ingredient of the translation process is capturing the meaning of individual words

– that is, lexical semantics – and rendering them in a target language. In most approaches

to machine translation, such meaning is acquired automatically from a parallel corpus

of source and target sentences, without providing direct supervision of word meaning.

However, some studies incorporate lexical semantic information in machine translation
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systems, for instance by using word sense disambiguation [52, 58, 341]. Although recent

studies on neural machine translation incorporate such information either explicitly [285]

or implicitly [215], most neural machine translation systems do not utilize semantic in-

formation, instead relying on the model acquiring the necessary meaning representations

from the parallel corpus.

This chapter studies how information on word meaning in captured in neural machine

translation in the context of a lexical semantic (SEM) tagging task, introduced in [39] .

It is a sequence labeling task: given a sentence, the goal is to assign to each word a tag

representing a semantic class. This is a good task to use as a starting point for investigating

semantics because: i) tagging words with semantic labels is very simple, compared to

building complex relational semantic structures; ii) it provides a large supervised dataset to

train on, in contrast to most of the available datasets on word sense disambiguation, lexical

substitution, and lexical similarity; and iii) the proposed SEM tagging task is an abstraction

over part-of-speech (POS) tagging aimed at being language-neutral, and oriented to multi-

lingual semantic parsing, all relevant aspects to machine translation. The following is a

brief overview of the task and its associated dataset; refer to [1, 39] for more details.

The semantic classes abstract over redundant POS distinctions and disambiguate use-

ful cases inside a given POS tag. For instance, proximal and distal demonstratives (e.g.,

this and that) are typically assigned the same POS tag (DT) but receive different SEM tags

(PRX and DST, respectively), and proper nouns are disambiguated into several classes such

as geo-political entity, location, organization, person, and artifact. Other examples of SEM

tag distinctions include determiners like every, no, and some that are typically assigned a

single POS tag (e.g., DT in the Penn Treebank), but have different SEM tags, reflecting

universal quantification (AND), negation (NOT), and existential quantification (DIS), re-

spectively. The comma, whose POS tag is a punctuation mark, is assigned different SEM

tags representing conjunction, disjunction, or apposition, according to its discourse func-
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tion. Other nouns are divided into “role” entities (e.g., boxer) and “concepts” (e.g., wheel),

a distinction reflecting existential consistency: an entity can have multiple roles but cannot

be two different concepts.

As a motivating example, consider pronouns like myself, yourself, and herself. They

may have reflexive or emphasizing functions, as in (1a) and (2a), respectively. In these

examples, herself has the same POS tag (PRP) but different SEM tags: REF for a reflexive

function and EMP for an emphasizing function.

(1) a. Sarah bought herself a book

b. Sarah se compró un libro

(2) a. Sarah herself bought a book

b. Sarah misma compró un libro

Capturing semantic distinctions of this sort can be important for producing accurate trans-

lations. For instance, example (1a) would be translated into Spanish with the reflexive

pronoun se (example 1b), whereas example (2a) would be translated with the intensifier

misma (example 2b). Therefore, a machine translation system needs to learn different

representations of herself in the two sentences.

This chapter studies how this sort of semantic information is captured in the neural

machine translation system by answering the following specific questions:

1. Do neural machine translation systems learn informative semantic representations?

2. What parts of the system learn more about SEM tagging? Chapter 2 found that POS

and morphology information is better captured at lower layers of the neural machine

translation encoder. Is the same true for SEM tagging information?
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3. What is the effect of the target language when learning source-side representations

for these tasks? Is SEM tagging more or less affected by the target language com-

pared to morphological tagging (Chapter 2)?

To answer these questions, I exploit the semantic tagging task described above. I gen-

erate representations from a variety of neural machine translation models, and train clas-

sifiers to predict semantic tags. I compare the performance of representations generated

by the same translation models on a POS tagging task. The analysis yields the following

insights regarding representation learning in neural machine translation:

∙ Consistent with the results from Chapter 2, I find that lower layer representations

are usually better for POS tagging. However, I also find that representations from

higher layers of the neural machine translation encoder are better at capturing lexical

semantics, even though these are word-level labels. This is especially true with tags

that are more semantic in nature such as discourse functions and noun concepts. An

error analysis shows how predicting such tags require more contextual information.

∙ I also observe little effect of the target language on source-side representation, in

contrast to the results on morphology from Chapter 2. A more careful investigation

reveals that the effect of target language diminishes as the size of data used to train

the neural machine translation model increases.

3.2 Related Work

Prior work has considered integrating lexical semantic information in machine translation

systems by using word sense disambiguation [52, 58, 341], and recent work integrated

sense embeddings [285] or other methods for improving sense disambiguation in neural
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machine translation [215]. However, as statistical machine translation systems are contex-

tual by design, it is thought that they do not typically require special word disambiguation

treatment [181].

A variety of other semantic properties have been considered in the machine transla-

tion literature, most prominently semantic roles [119, 214, 341, inter alia] and predicate-

argument structure [189, 205, 343, 346]. These, however, operate above the word level.

Chapter 4 explores such properties in neural machine translation.

On the analysis side, recent work has considered how word senses are captured in

neural machine translation by evaluating systems on contrastive pairs [285], or by visual-

izing representations and measuring their disambiguation quality [228]. Hill et al. [148]

analyzed word embeddings in neural machine translation models and found that they out-

perform monolingual word embeddings on semantic similarity tasks. They also observed

a limited effect of the target language on source-side word embeddings.

3.3 Methodology

The methodological approach used in this chapter follows the high-level approach pre-

sented in Section 1.2, adapted for SEM tagging. Recall the following three steps: (i) train

a neural machine translation system on a parallel corpus; (ii) generate feature represen-

tations for words using the trained model; and (iii) train a classifier using the generated

features to make predictions for a SEM tagging task. The classifier accuracy on the test

set is used for evaluating the quality of the neural machine translation representations.

In order to compare semantic (SEM) and part-of-speech (POS) information, a separate

classifier is trained on POS tagging. Figure 3-1 illustrates this process.
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Figure 3-1: Illustration of the approach for studying SEM and POS tagging: (i) a neural
machine translation system trained on parallel data; (ii) features are generated with the pre-
trained model; (iii) a classifier is trained using the generated features. Here a classifiers is
trained on SEM tagging using features from the first encoding layer.

The neural machine translation architecture is a recurrent neural network (RNN) encoder-

decoder model with attention, as described in detail in Section 2.3, with the following dif-

ferences. First, the majority of the experiments in this section are conducted with a deeper,

4-layer model. This is made possible by training the neural machine translation systems

on a larger parallel corpus. Additional experiments compare the results to shallower mod-

els. Second, three different encoders are considered: unidirectional, bidirectional, and an

encoder with residual connections [145, 344].

The classifier is exactly the same as used in Chapter 2, that is, a one-hidden layer neural

network whose input is the encoder representation at a particular layer, ℎ𝑆,𝑙𝑖 , and whose

output is the label set. See Section 2.3 for more details. Note that this chapter only studies

encoder-side representations.1

1Investigating the representations on the decoder side would require having either good automatic taggers
or a parallel corpus with annotation on the target side. Progress in developing tools [39] and resources [1]
for SEM tagging may prove useful in the future.
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3.4 Data

The experiments reported in this section on SEM and POS tagging are all conducted on

English, as the SEM tagging task and dataset are recent developments that were initially

only available in English [39].2

MT data Neural machine translation systems are trained on the fully-aligned United

Nations corpus [362], which includes 11 million multi-parallel sentences in six languages:

Arabic (Ar), Chinese (Zh), English (En), French (Fr), Spanish (Es), and Russian (Ru).

The experiments are conducted with English-to-* models, trained on the first 2 million

sentences of the training set, and using the official train/dev/test split. This dataset has

the benefit of multiple alignment of the six languages, which allows for comparable cross-

linguistic analysis. Note that the parallel dataset is only used for training the neural ma-

chine translation model. The classifier is then trained on the supervised data (described

next) and all accuracies are reported on the English test sets.

The texts are preprocssed with the tokenization script provided with the Moses ma-

chine translation toolkit [186]. The Chinese dataset is segmented with the Stanford word

segmenter [61, 323].

Annotated data The SEM tagging dataset includes 66 fine-grained tags grouped in 13

coarse categories. The experiments are conducted on the silver part of the dataset. See

Table 3.1a for representative statistics, and refer to [1, 39] for more details.

The POS tagging dataset is based on the Penn Treebank [225] with the standard split:

parts 2–21/22/23 for train/dev/test. See Table 3.1a for statistics. There are 34 POS tags.

2Subsequent to this work, the Groningen Parallel Meaning Bank (PMB) [1] has added annotations in
German, Dutch, and Italian: http://pmb.let.rug.nl. It thus opens possibilities for future work
comparing representations in multiple languages from the perspective of SEM tagging.
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Train Dev Test

POS
Sentences 38K 1.7K 2.3K
Tokens 908K 40K 54K

SEM
Sentences 42.5K 6.1K 12.2K
Tokens 937K 132K 266K

(a) Dataset statistics.

MFT UnsupEmb Word2Tag

POS 91.95 87.06 95.55
SEM 82.00 81.11 91.41

(b) Baselines and an upper bound.

Ar Es Fr Ru Zh En

32.7 49.1 38.5 34.2 32.1 96.6

(c) BLEU scores.

Table 3.1: (a) Statistics of the part-of-speech (POS) and semantic (SEM) tagging datasets.
(b) Tagging accuracy with the most frequent tag baseline (MFT), a classifier us-
ing unsupervised word embeddings (UnsupEmb), and an upper bound encoder-decoder
(Word2Tag). (c) BLEU scores for machine translation systems trained on an English
source and different target languages: Arabic (Ar), Spanish (Es), French (Fr), Russian
(Ru), Chinese (Zh), and an English autoencoder (En).

3.4.1 Baselines and an upper bound

Table 3.1b shows the results of two baselines: assigning to each word the most frequent tag

(MFT) according to the training data (with the global majority tag for unseen words); and

training with unsupervised word embeddings (UnsupEmb) as features for the classifier,

which shows what a simple task-independent distributed representation can achieve.3 The

UnsupEmb baseline performs rather poorly on both POS and SEM tagging, even below

the most frequent tag baseline (MFT), indicating that non-contextual, unsupervised word

embeddings are poor representations for POS and SEM tags. The table also reports an up-

per bound of training an encoder-decoder on word-tag sequences (Word2Tag), simulating

what an NMT-style model can achieve by directly optimizing for the tagging tasks.

3The unsupervised word embeddings were trained with a Skip-gram negative sampling model [238] with
500 dimensional vectors on the English side of the parallel data, to mirror the NMT word embedding size.
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POS Tagging Accuracy SEM Tagging Accuracy
0 1 2 3 4 0 1 2 3 4

Arabic 88.0* 92.4 91.9* 92.0* 92.1* 81.9* 87.9 87.4* 87.8 88.3*

Spanish 87.9* 91.9 91.8 92.3* 92.4* 81.9* 87.7 87.5* 87.9* 88.6*

French 87.9* 92.1 91.8 92.1 92.5* 81.8* 87.8 87.4* 87.9** 88.4*

Russian 87.8* 92.1 91.8* 91.6** 92.0 81.8* 87.9 87.3* 87.3* 88.1*

Chinese 87.7* 91.5 91.3 91.2* 90.5* 81.8* 87.7 87.2* 87.3* 87.7*

English 87.4* 89.4 88.3 87.9* 86.9* 81.2* 84.5 83.2* 82.9* 82.1*

Table 3.2: SEM and POS tagging accuracy on English using features generated by differ-
ent encoding layers of 4-layered neural machine translation models trained with different
target languages. “English” row is an autoencoder. Statistically significant differences
from layer 1 are shown at 𝑝 < 0.001(*) and 𝑝 < 0.01(**).

3.5 Effect of Depth

Recall the results in Section 2.5 regarding the effect of depth on representation quality:

lower layers of the neural machine translation encoder generated better representations for

POS and morphological tagging. This section investigates the quality of representations

at different encoding layers, from the perspective of SEM tagging. The results are also

compared to POS tagging. The primary research question is whether a higher-level task

like SEM tagging would be better represented at higher layers.

Table 3.2 summarizes the results of training classifiers to predict POS and SEM tags

using features generated by different encoding layers of 4-layered neural machine transla-

tion systems. In the POS tagging results (first block), as the representations move above

layer 0, performance jumps to around 91–92%. This is above the UnsupEmb baseline

but only on par with the MFT baseline (Table 3.1b). The results are also far below the

Word2Tag upper bound (Table 3.1b).

Comparing layers 1 through 4, in 3/5 target languages (Arabic, Russian, and Chinese),

POS tagging accuracy peaks at layer 1 and does not improve at higher layers, with some
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drops at layers 2 and 3. In 2/5 cases (Spanish, French) the performance is higher at layer 4.

This result is partially consistent with the results from Section 2.5 and with previous find-

ings regarding the quality of lower layer representations for the POS tagging task [306].

One possible explanation for the discrepancy when using different target languages is that

French and Spanish are typologically closer to English compared to the other languages. It

is possible that when the source and target languages are more similar, they share similar

POS characteristics, leading to more benefit in using upper layers for POS tagging.

Turning to SEM tagging (Table 3.2, second block), representations from layers 1

through 4 boost the performance to around 87–88%, far above the UnsupEmb and MFT

baselines. While these results are below the Word2Tag upper bound (Table 3.1b), they in-

dicate that neural machine translation representations contain useful information for SEM

tagging.

Going beyond the 1st encoding layer, representations from layers 2 and 3 do not con-

sistently improve semantic tagging performance. However, representations from the layer

4 lead to significant improvement with all target languages except for Chinese. Note that

there is a statistically significant difference (𝑝 < 0.001) between layers 0 and 1 for all tar-

get languages, and between layers 1 and 4 for all languages except for Chinese, according

to the approximate randomization test [265].

Intuitively, higher layers have a more global perspective because they have access to

higher representations of the word and its context, while lower layers have a more lo-

cal perspective. Layer 1 has access to context but only through one hidden layer which

may not be sufficient for capturing semantics. It appears that higher representations are

necessary for learning even relatively simple lexical semantics.

Finally, the results show that English-English encoder-decoders (that is, English au-

toencoders) produce poor representations for POS and SEM tagging (last row in Table 3.2).

This is especially true with higher layer representations (e.g., around 5% below the ma-
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chine translation models using representations from layer 4). In contrast, the autoencoder

has excellent sentence recreation capabilities (96.6 BLEU, Table 3.1c). This indicates that

learning to translate (to any foreign language) is important for obtaining useful represen-

tations for both tagging tasks. These results are consistent with the findings reported in

Section 2.5 regarding morphology.

3.5.1 Other architectural variants

The results reported in Table 3.2 are with a unidirectional encoder. In order to confirm

that the observed patterns hold in different architectures, the following experiments con-

sider two architectural variants that have been shown to benefit neural machine translation

systems, bidirectional encoder and residual connections, as well as systems trained with

different depths.

Bidirectional RNN

Bidirectional long short-term memorys (LSTMs) have become ubiquitous in natural

language processing (NLP) and also give some improvement as neural machine transla-

tion encoders [43]. The experiments conducted here confirm these results and produce

improvements in both translation (+1–2 BLEU) and SEM tagging quality (+3–4% accu-

racy), across the board, when using a bidirectional encoder. Some of the bidirectional

models obtain 92–93% accuracy, which is close to the state-of-the-art on this task [39].

Similar improvements were observed on POS tagging. Comparing POS and SEM tagging

(Table 3.3a) shows that higher layer representations improve SEM tagging, while POS

tagging peaks at layer 1, in line with the findings with a unidirectional encoder.

Residual RNN

Deep networks can sometimes be trained better if residual connections are introduced

between layers. Such connections were also found useful for SEM tagging [39]. Indeed,

residual connections lead to small but consistent improvements in both translation (+0.9

BLEU) and POS and SEM tagging (up to +0.6% accuracy) (Table 3.3a). Similar trends
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arise as before: POS tagging does not benefit from features from the upper layers, while

SEM tagging improves with layer 4 representations.

In comparing network depth in NMT, encoders with 2 to 4 layers tend to perform the

best [43]. Table 3.3b shows consistent trends using models trained originally with 2, 3,

and 4 layers: POS tagging does not benefit from upper layers, while SEM tagging does,

although the improvement is rather small in the shallower models.

0 1 2 3 4

Uni POS 87.9 92.0 91.7 91.8 91.9
SEM 81.8 87.8 87.4 87.6 88.2

Bi POS 87.9 93.3 92.9 93.2 92.8
SEM 81.9 91.3 90.8 91.9 91.9

Res POS 87.9 92.5 91.9 92.0 92.4
SEM 81.9 88.2 87.5 87.6 88.5

(a) Comparing representations from different
layers of unidirectional, bidirectional, and
residual encoders.

0 1 2 3 4

4 POS 87.9 92.0 91.7 91.8 91.9
SEM 81.8 87.8 87.4 87.6 88.2

3 POS 87.9 92.5 92.3 92.4 –
SEM 81.9 88.2 88.0 88.4 –

2 POS 87.9 92.7 92.7 – –
SEM 82.0 88.5 88.7 – –

(b) Comparing representations from different
layers of models originally trained with
2/3/4-layer encoders.

Table 3.3: POS and SEM tagging accuracy using different neural machine translation
architectures (a) and depths (b). Results are accuracies averaged over all non-English
target languages. The best result in each row is shown in bold.

3.6 Effect of Target Language

Does translating into different languages make the NMT system learn different source-side

representations? Section 2.5 reported a fairly consistent effect of the target language on the

quality of encoder representations for POS and morphological tagging, with differences of

∼2–3% in accuracy. This section examines if such an effect exists in both POS and SEM

tagging.
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Table 3.2 also shows results using features obtained by training neural machine trans-

lation systems on different target languages (the English source remains fixed). In both

POS and SEM tagging, there are very small differences with different target languages

(∼0.5%), except for Chinese which leads to slightly worse representations. While the

differences are small, they are mostly statistically significant. For example, at layer 4,

all the pairwise comparisons with different target languages are statistically significant

(𝑝 < 0.001) in SEM tagging, and all except for two pairwise comparisons (Arabic vs.

Russian and Spanish vs. French) are significant in POS tagging.

The effect of the target language is much smaller than that observed in Section 2.5 for

POS and morphological tagging. This discrepancy can be attributed to the fact that the

machine translation systems in this section are trained on much larger corpora (10x), so it

is possible that some of the differences disappear when the translation model is of better

quality. To verify this, consider the results in Table 3.4, where the systems were trained

using a smaller data size (200K sentences), comparable to the size used in Section 2.5. In

the smaller data scenario, there is a variance in classifier accuracy of 1–2%, based on target

language, which is consistent with Section 2.5. This is true for both POS and SEM tagging.

The differences in POS tagging accuracy are statistically significant (𝑝 < 0.001) for all

pairwise comparisons except for Arabic vs. Russian. The differences in SEM tagging

accuracy are significant for all comparisons except for Russian vs. Chinese.

Figure 3-2 shows that these trends hold in different layers. Representations from a

model trained on less data (200K sentences) are more sensitive to the target language

at all encoder layers, and especially at the very high layers. Larger training data leads

to less sensitive representations, but 2 million sentences seem to be sufficient for this.

Models trained on much more data (the full 11m sentences dataset) are about as sensitive

to the target language as those trained on 2m sentences, which is the main setting used

throughout this chapter.
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Finally, note that training an English autoencoder on the smaller dataset results in much

worse representations compared to machine translation models, for both POS and SEM

tagging (Table 3.4, last column), consistent with the behavior on the larger data (Table 3.2,

last column).

POS SEM

Arabic 88.7 85.3
Spanish 90.0 86.1
French 89.6 85.8
Russian 88.6 85.2
Chinese 87.4 85.0

English 85.2 80.7

Table 3.4: POS and SEM
tagging accuracy using
features generated from
the 4th encoding layer,
trained with different tar-
get languages on a smaller
corpus (200K sentences).

Figure 3-2: Effect of training data size on the variation
across target languages when predicting SEM tags.
The x-axis shows the layer number. The y-axis shows
the standard deviation for all non-English target lan-
guages. The representations from a model trained on
a small training set (200K sentences) are more sensi-
tive to the target language (larger standard deviations).
Higher layer representations exhibit a larger variation
across target languages.
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Figure 3-3: SEM tagging accuracy with
fine/coarse-grained tags using features
generated from different encoding layers
of 4-layered neural machine translation
models trained with different target lan-
guages.

Figure 3-4: Difference in F1 when using
representations from layer 4 compared to
layer 1, showing F1 when directly predict-
ing coarse tags (blue) and when predict-
ing fine-grained tags and averaging inside
each coarse tag (red).

3.7 Analysis

3.7.1 Analysis at the semantic tag level

The SEM tags are grouped in coarse-grained categories such as events, names, time, and

logical expressions [39]. Figure 3-3 (top lines) shows the results of training and testing

classifiers on coarse-grained tags. Similar trends to the fine-grained case arise, with higher

absolute scores: significant improvement using the 1st encoding layer and some additional

improvement using the 4th layer, both statistically significant (𝑝 < 0.001). As before, there

is a small effect of the target language.

Figure 3-4 shows the change in F1 score (averaged over target languages) when moving

from layer 1 to layer 4 representations. The blue bars describe the differences per coarse

tag when directly predicting coarse tags. The red bars show the same differences when

predicting fine-grained tags and micro-averaging inside each coarse tag. The former shows
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the differences between the two layers at distinguishing among coarse tags. The latter

gives an idea of the differences when distinguishing between fine-grained tags within a

coarse category. The first observation is that in the majority of cases there is an advantage

for classifiers trained with layer 4 representations. That is, higher layer representations are

better suited for learning the SEM tags, at both coarse and fine-grained levels.

Considering specific tags, higher layers of the model are especially better at captur-

ing semantic information such as discourse relations (DIS tag: accounting for subordi-

nate, coordinate, and apposition relations), semantic properties of nouns (roles vs. con-

cepts, within the ENT tag), events and predicate tense (EVE and TNS tags), logic rela-

tions and quantifiers (LOG tag: disjunction, conjunction, implication, existential, universal,

etc.), and comparative constructions (COM tag: equatives, comparatives, and superlatives).

These examples represent semantic concepts and relations that require a level of abstrac-

tion going beyond the lexeme or word form, and thus might be better represented in higher

layers in the deep network.

One negative example that stands out in Figure 3-4 is the prediction of the MOD tag, cor-

responding to modality (necessity, possibility, and negation). It seems that such semantic

concepts should be better represented in higher layers following our previous hypothesis.

Still, layer 1 is better than layer 4 in this case. One possible explanation is that words

tagged as MOD form a closed class category, with only a few and mostly unambiguous

words (“no”, “not”, “should”, “must”, “may”, “can”, “might”, etc.). It is enough for the

classifier to memorize these words in order to predict this class with high F1, and this is

something that occurs better in lower layers. One final case worth mentioning is the NAM

category, which stands for different types of named entities (person, location, organiza-

tion, artifact, etc.). In principle, this seems a clear case of semantic abstractions suited for

higher layers, but the results from layer 4 are not significantly better than those from layer

1. This might be signaling a limitation of the neural machine translation system at learning

108



this type of semantic classes. Another factor might be the fact that many named entities

are out-of-vocabulary (OOV) words for the neural machine translation system.

3.7.2 Analyzing discourse relations

As shown in Figure 3-4, the largest improvement when going from layer 1 to layer 4 rep-

resentations is obtained when predicting discourse relations (DIS category). Intuitively,

identifying discourse relations requires a relatively large context so it is expected that

higher layers would perform better in this case. It is instructive to analyze specific cases of

disagreement between predictions using representations from layer 1 and layer 4. There

are three discourse relations in the SEM tags annotation scheme: subordinate (SUB), co-

ordinate (COO), and apposition (APP) relations. For each of these, Figure 3-5 (examples

1–9) shows the first three cases in the test set where layer 4 representations correctly pre-

dicted the tag but layer 1 representations were wrong. Examples 1–3 have subordinate

conjunctions (as, after, because) connecting a main and an embedded clause, which layer

4 is able to correctly predict. Layer 1 mistakes these as attribute tags (REL, IST) that are

usually used for prepositions. In examples 4–5, the coordinate conjunction and is used to

connect sentences/clauses, which layer 4 correctly tags as COO. Layer 1 wrongly predicts

the tag AND, which is used for conjunctions connecting shorter expressions like words

(e.g., “murder and sabotage” in example 1). Example 6 is probably an annotation error, as

and connects the phrases “lame gait” and “wrinkled skin” and should be tagged as AND.

In this case, layer 1 is actually correct. In examples 7–9, layer 4 correctly identifies the

comma as introducing an apposition, while layer 1 predicts NIL, a tag for punctuation

marks without semantic content (e.g., end-of-sentence period). As expected, in most of

these cases identifying the discourse function requires a fairly large context.

Finally, examples 10–12 show the first three occurrences of AND in the test set, where
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layer 1 was correct and layer 4 was wrong. Interestingly, two of these (10–11) are clear

cases of and connecting clauses or sentences, which should have been annotated as COO,

and the last (12) is a conjunction of two gerunds. The predictions from layer 4 in these

cases thus appear justifiable.

L1 L4

1 REL SUB Zimbabwe ’s President Robert Mugabe has freed three men who were jailed for
murder and sabotage as they battled South Africa ’s anti-apartheid African Na-
tional Congress in 1988 .

2 REL SUB The military says the battle erupted after gunmen fired on U.S. troops and Afghan
police investigating a reported beating of a villager .

3 IST SUB Election authorities had previously told Haitian-born Dumarsais Simeus that he
was not eligible to run because he holds U.S. citizenship .

4 AND COO Fifty people representing 26 countries took the Oath of Allegiance this week (
Thursday ) and became U.S. citizens in a special ceremony at the Newseum in
Washington , D.C.

5 AND COO But rebel groups said on Sunday they would not sign and insisted on changes .
6 AND COO A Fox asked him , “ How can you pretend to prescribe for others , when you are

unable to heal your own lame gait and wrinkled skin ? ”

7 NIL APP But Syria ’s president , Bashar al-Assad , has already rejected the commission ’s
request to interview him .

8 NIL APP Hassan Halemi , head of the pathology department at Kabul University where the
autopsies were carried out , said hours of testing Saturday confirmed the identities
of teachers Jun Fukusho and Shinobu Hasegawa .

9 NIL APP Mr. Hu made the comments Tuesday during a meeting with Ichiro Ozawa , the
leader of Japan ’s main opposition party .

10 AND COO In Washington , D.C. , abortion opponents will march past the U.S. Capitol and
end outside the Supreme Court .

11 AND COO Van Schalkwyk said no new coal-fired power stations would be approved unless
they use technology that captures and stores carbon emissions .

12 AND COO A MEMBER of the Kansas Legislature meeting a Cake of Soap was passing it by
without recognition , but the Cake of Soap insisted on stopping and shaking hands
.

Figure 3-5: Examples of cases of disagreement between layer 1 (L1) and layer 4 (L4)
representations when predicting SEM tags. The correct tag is italicized and the relevant
word is underlined.
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3.8 Conclusion and Future Work

In this chapter, I explored what kind of linguistic information neural machine transla-

tion models learn at different layers , focusing on lexical semantics. The experimental

evaluation led to interesting insights about the hidden representations in neural machine

translation models:

∙ POS tagging information is better captured in lower layers of the neural machine

translation encoder, while SEM tagging information is represented better at higher

layers. This pattern is consistent in various neural machine translation architectures

and models.

∙ Higher layers are especially helpful for capturing tags that are more semantic in

nature, such as discourse functions.

∙ The target language has a small effect on representation quality on the encoder side.

With smaller training data, this effect is more pronounced.

Future work can extend this analysis to other lexical semantic tasks, such as word

sense disambiguation or word similarity. New large-scale datasets with sense annotations

can serve as a good test bed for using the same methodology [87]. Another important

direction is to study similar semantic tasks in other languages. Again, having large datasets

is key.4

Finally, improving neural machine translation by exploiting semantic datasets is still to

be explored. I hope that some of the insights in this chapter would guide better integration

of lexical semantic knowledge in neural machine translation.

4The PMB [1] is a relevant resource. Its recent release includes semantic tags in multiple languages,
although the annotated data are still limited in size. See http://pmb.let.rug.nl.
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Chapter 4

Sentence Structure and Neural Machine

Translation: Word Relations

“The sentence is an organized whole, the

constituent elements of which are words ...

Between the word and its neighbors, the

mind perceives connections, the totality of

which forms the structure of the sentence.”

— Lucien Tesnière, Élémentsa

aTranslation from French by J. Nivre [260]

4.1 Introduction

Chapters 2 and 3 studied neural machine translation representations from the perspective

of morphology and lexical semantics. These are chiefly word-level properties, and the

analysis was therefore limited to word representations that are learned in neural machine
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translation models. However, modeling structure is an important aspect in machine trans-

lation. Before defining the kind of structural information that this chapter is concerned

with, some background on structure in machine translation is in order.

in translation,
grammar often has
the effect of a
straitjacket, forcing
the translator along
a certain course
which may or may
not follow that of the
source text as closely
as the translator
would like it to.
— Mona Baker [20]

Adequate
mechanical
translation can be
based only on
adequate structural
descriptions of the
languages involved
and on an adequate
statement of
equivalences.
— V. H. Yngve

Early conceptions of machine translation have considered structure to be an important

ingredient, and formulated machine translation as a rule-based structure transfer prob-

lem [338, 350]. However, as with other early work on machine translation, this approach

proved to be unscalable in practice [338].

With the rise of statistical machine translation (see Section 1.5.1), many different meth-

ods for incorporating syntax have been proposed. An important development is the intro-

duction of phrase-based machine translation (PBMT) [185], where translation units are

phrases instead of individual words. Subsequent work has introduced hierarchical phrases

that can be learned from parallel texts [65, 66]. While the hierarchy need not correspond

to linguistic trees, it can be seen as a simple form of syntax-based machine translation.

Other studies have incorporated syntactic features in PBMT systems [38, 259]. Many

other approaches to syntax-based statistical machine translation have been proposed in

the literature, such as string-to-tree, tree-to-string, and tree-to-tree approaches; see [338]

for a recent introduction. Another line of work considers the use of structural semantic

information in machine translation, for example semantic roles [24, 119, 214, 341] and

predicate-argument relations [189, 205, 343, 346]

In contrast to much of the preceding line of work, neural machine translation systems

are typically trained only on example translations, that is, in a string-to-string setup. While

several recent studies attempted to incorporate syntax in neural machine translation in dif-

ferent ways [4, 63, 104, 314, 342], it is not yet clear if structural information is needed for

obtaining high-quality neural machine translation systems. This section brings a different

perspective to this issue by answering the following questions:
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1. Do neural machine translation models acquire structural information while they are

being trained on plain translations? What kind of syntactic and semantic structure is

captured by these models?

2. What parts of the neural machine translation models capture more syntactic and

semantic information? Do higher layers learn better representations for these kinds

of properties than lower layers?

To answer these questions, I investigate the quality of neural machine translation mod-

els from the perspective of syntactic and semantic dependencies. In dependency grammar,

sentence structure is represented by a labeled directed graph whose vertices are words and

whose edges are relations, or dependencies, between the words [233, 260].1 A dependency

is a directed bi-lexical relation between a a head and its dependent, or modifier.

John saw Mary

subject object

A dependency tree

Dependency grammar has a long history. With roots in Antiquity and through Me-

dieval times, many dependency grammar formalisms have been developed in the 20th

century. Dependency syntax is typically contrasted with constituency syntax, which has

been extremely influential in natural language processing (NLP). Various advantages and

shortcomings are attributed to both these approaches. Dependency grammars are less

expressive than constituency grammars, but they offer a better link between syntax and

semantics. On the other hand, some constructions are difficult to represent in dependency

formalisms (coordination is a prime example).

It is not my intension to take a stand on the dependency-constituency debate. For our

purposes, dependencies are attractive to study for three main reasons. First, dependency

formalisms have become increasingly popular in NLP in recent years, and much work has

been devoted to developing large annotated datasets for these formalisms. The Univer-

1The dependency graph may be defined over other lexical units than words, depending on the framework.
For simplicity, this exposition will refer to words.
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sal Dependencies dataset that is used in this chapter has been especially influential [261].

Second, there is a fairly rich history of using dependency structures in machine transla-

tion, although much work has focused on using constituency structures [338]. Third, as

dependencies are bi-lexical relations between words, it is straightforward to obtain repre-

sentations for them from a neural machine translation model. This makes them amenable

to the general methodology followed in this thesis. That said, studying neural machine

translation from the perspective of constituency structures is certainly a valuable venue for

future work.

In this chapter, I evaluate the quality of representations from neural machine transla-

tion models for predicting syntactic and semantic dependencies, in multiple languages. I

also compare with results on predicting morphological tags. The experiments on multiple

languages, datasets, and models lead to the following insights:

∙ Morphological properties are represented sufficiently well in the lower layers of the

neural machine translation model, and do not benefit from higher layers. This result

is in line with the findings in Chapter 2.

∙ Both syntactic and semantic dependencies are better represented in the higher layers

of the model. Each layer brings additional substantial improvements in representa-

tion quality.

∙ Higher-layers are especially helpful with predicting looser, more global, long-range

dependencies such as clause-level syntactic dependencies, or second and third se-

mantic arguments. In contrast, local, short-range dependencies do not benefit much

from higher layers.
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4.2 Related Work

There has been a long and rich history of using syntactic information in machine trans-

lation. There are three main paradigms that differ by where they utilize syntactic trees.

String-to-tree approaches map a source sentence to a target tree, and have proved to be

quite successful [53, 114, 115, 305, 347, 348]; tree-to-string approaches map a source tree

to a target sentence [150, 213, 216, 256, 257, 280]; and tree-to-tree map from a source tree

to a target tree [91, 100, 307, 355]. See [338] for a comprehensive introduction.

Semantic information has also been used to improve machine translation. Successful

features include semantic roles [14, 24, 25, 119, 214, 339–341] and predicate-argument

relations [189, 205, 343, 346]. Full semantic structures have also been considered [166].

Inspired by the use of syntax in earlier studies, recent work has started exploring how to

incorporate syntax in neural machine translation. Syntactic trees may be added in different

ways on the source side, in tree-to-string neural machine translation [63, 104], or on the

target side, in string-to-tree translation [4, 314, 342]. Syntactic structures may also be

learned jointly with the translation task [105, 144].

In terms of analysis, the most relevant work is by Shi et al. [306], who analyzed neural

machine translation on different syntactic properties. They studied word-level proper-

ties (part-of-speech (POS) tags and the smallest constituent phrase above each word) and

sentence-level properties (voice, tense, and top level sequence of the constituency tree).

They found that local properties are better captured in lower layers of English encoders

than more global properties. This chapter studies this theme in detail. The main differences

from [306] are a much more diverse set of languages and models, and the investigation of

both syntactic and semantic information from the perspective of dependency structures.
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Figure 4-1: Illustration of the approach for studying syntactic and semantic relations: (i)
a neural machine translation system trained on parallel data; (ii) features are generated
with the pre-trained model; (iii) a classifier is trained on a concatenation of the generated
features for the two words participating in the relation. Here a classifiers is trained on
syntactic dependency labeling using features from the first encoding layer.

4.3 Methodology

The approach for evaluating relations in neural machine translation representations is sim-

ilar to that used in Chapters 2 and 3. At the first step, a neural machine translation system

is trained on a corpus of parallel sentences. The trained model is then used for generating

word representations for every word in a given sentence. Given two words that are known

to participate in a relation, a classifier is trained to predict the relation type. The input to

the classifier is a concatenation of the two word representations. See Figure 4-1 for an

illustration of the approach. This formulation can be seen as a dependency labeling prob-

lem, where dependency labels are predicted independently. While limited in scope, this

formulation captures a basic notion of structural relations between words.2

2 It is also not unrealistic, as dependency parsers often work in two stages, first predicting an unlabeled
dependency tree, and then labeling its edges [229, 230]. More complicated formulations can be conceived,
from predicting the existence of dependencies independently to solving the full parsing task, but dependency
labeling is a simple basic task to begin with.
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PROPN,Sing VERB,Ind,Past,Fin PART VERB,Inf NOUN,Plur CCONJ NOUN,Plur

John wanted to buy apples and oranges

(a) Morphological tags

John wanted to buy apples and oranges

subject

xcomp

marker object

conjunct

conjunction

(b) Syntactic relations

John wanted to buy apples and oranges

agent theme

agent

theme and c

(c) Semantic relations

Figure 4-2: An example sentence with different annotation schemes. (a) Morphological
tags apply to individual words (John is a singular proper noun, wanted is a past tense, in-
dicative, finite verb, etc.). (b) Syntactic relations convey dependencies between two words
on a syntactic level (John is the subject of wanted, while apples is the object of buy). Every
word modifies exactly one other word (it has a single incoming arc). The complete set of
syntactic dependencies covers all sentence words and forms a tree. (c) Semantic depen-
dencies convey predicate-argument relations between two words on a semantic level (John
is the agent of the predicate wanted, but also of the predicate buy). The same argument
word may modify two predicates (having two incoming arcs) and semantically-vacuous
words do not participate in relations (to and and).

Figure 4-2 shows an example sentence, annotated with syntactic and semantic depen-

dencies, as well as morphological tags. In the dependency labeling problem defined here,

given every two words participating in a relation, the classifier predicts the relation type

(edge label). For instance, given the words John and wanted, a classifier trained on syntac-

tic dependencies needs to predict the relation subject. The figure also demonstrates that

syntactic and semantic relations capture different structures. While John is the subject of

wanted, it has no syntactic relation with the embedded verb buy (Figure 4-2b). In contrast,
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as John is the predicate of both wanted and buy, it has an agent relation with both of

these arguments (Figure 4-2c).

The neural machine translation architecture is identical to that used in Section 3, that

is, a 4-layer bidirectional recurrent neural network (RNN) encoder-decoder model with

attention.3 The classifier is the same as used in Sections 2 and 3, that is, a one-hidden

layer neural network.4 For the relation labeling task, the input to the classifier is a con-

catenation of encoder representations for two words in a relation, ℎ𝑆,𝑙𝑖 and ℎ𝑆,𝑙𝑗 , where

(𝑤𝑖, 𝑤𝑗) is a known dependency with head 𝑤𝑖 and modifier 𝑤𝑗 .5 The output of the classi-

fier is a posterior distribution over the label set. For comparison purposes, experiments on

morphological tagging are conducted here on a comparable dataset.

4.4 Data

The experiments in this section are conducted on six different languages: Arabic, Chinese,

English, French, Russian, and Spanish. These represent diverse language families, and

have the advantage of being well represented in the United Nations corpus

MT data The data set used for training the machine translation systems is the taken from

United Nations proceedings [362]. As in Section 3.4, the models are trained on the first

2 million sentences of the training set. Separate models in both directions are trained for

Arabic-English, Chinese-English, French-English, Russian-English, and Spanish-English,

as well as an English-English autoencoder. This adds up to 11 language pairs, for each of

them, three machine translation models are trained using different random initializations.
3See Sections 2.3 and 3.3 for more details on training the machine translation system.
4See Section 2.3 for more details on the classifier.
5Note that this formulation assumes that the order of the dependency is known.
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Sentences Tokens/Relations

Train Dev Test Train Dev Test

Arabic 6075 909 680 218K 29K 28K
Chinese 3997 500 500 95K 12K 12K
English 12543 2002 2077 192K 23K 23K
French 14553 1478 416 342K 34K 10K
Russian 3850 579 601 72K 11K 11K
Spanish 14187 1400 426 368K 36K 12K

(a)

Train Dev Test

Sentences
All 33964 1692 1410

Relations
DM 301K 15K 12K
PAS 315K 15K 13K
PSD 440K 22K 18K

(b)

Table 4.1: Statistics for datasets of (a) morphological tags and syntactic relations, ex-
tracted from the Universal Dependencies datasets [261]; and (b) semantic dependencies,
extracted from the semantic dependency parsing dataset [263, 264].

Annotated data The morphological tagging and syntactic relation labeling datasets are

extracted from the Universal Dependencies dataset (v2.0) [261]. The texts in this dataset

are mostly newspaper articles or web texts such as blogs and Wikipedia articles. For each

word, the morphological tag is a concatenation of the POS tag with the morphological

features. Roots and punctuation symbols are discarded. Sub-types are merged into their

type. See Table 4.1a for dataset statistics.6

The semantic relation labeling information is extracted from the broad-coverage Se-

mantic Dependency Parsing data set [263, 264] that includes annotations of the same set

of English newspaper articles in three different semantic formalisms. Null relations are

removed.7 Table 4.1b provides some statistics on these datasets.8

In all cases, the classifier is trained and evaluated on the official splits to training,

development, and test sets, as defined in each dataset documentation. Table C.3 in the

appendix provides definitions of labels used in these datasets.

6More details on the datasets are available at http://universaldependencies.org.
7In practice, this means that the number of relations in each dataset is different, because of annotation

differences. The number of sentences is identical (Table 4.1b).
8More details on the semantic formalisms are available at http://sdp.delph-in.net.
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(a) Morphology (b) Syntax

Figure 4-3: Results of predicting morphological tags (a) and syntactic relations (b) using
representations from layers of neural machine translation systems. Representations from
higher layers are more predictive than lower layers for syntactic properties, while layers
from the first hidden layer are sufficient for predicting morphological properties. Layer 0 is
the word embedding layer and layers 1–4 are hidden layers in the encoder neural network.
The hatches show standard deviations of models trained with different initializations and
language pairs.

4.5 Syntactic Dependencies

Figure 4-3b shows the results of predicting syntactic dependency labels using represen-

tations from different layers in the trained models.9 Higher layers lead to consistent and

significant improvements in the quality of the representations. Representations from layer

4 perform better than representations from layer 1 in all language pairs (𝑝 < 0.001). Com-

paring successive layers, in 36/44 comparisons over 11 language pairs and 4 layer pairs

(for example, layer 2 versus layer 3), the higher layer performed statistically significantly

better than the lower one (𝑝 < 0.01).10

In contrast to these trends, there appears to be no benefit in using representations from

higher layers to predict morphology (Figure 4-3a). In 9/11 language pairs, representations

from layer 1 perform better than those from layer 4. However, only 5 of these compar-

isons are statistically significant (𝑝 < 0.01). The two cases where layer 4 representations

performed better than layer 1 are not statistically significant.

9The results shown in the figure are averages; see Appendix C for the full results.
10See Section C.2 (Appendix C) for details on the statistical significance results reported in this chapter.
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(a) Morphology (b) Syntax

Figure 4-4: Results of predicting morphological tags (a) and syntactic relations (b) with
representations from neural machine translation models compared to using representations
from random and autoencoder models.

Once possible concern with these results is that they may be appearing because of the

stacked RNN layers, and not necessarily due to the translation task. In the extreme case,

perhaps even a random computation that is performed in stacked RNN layers would lead to

improved performance in higher layers. This may be especially concerning when predict-

ing relation labels, as this requires combining information about two words in the sentence.

To verify that the actual translation task is important, we can look at the performance with

random models, initialized in the same manner but not trained at all. Figure 4-4 shows that

higher layers in random networks generally generate worse representations. In the case of

morphological tagging, layers 0 and 1 are similar, but performance quickly degrades after

that. When predicting syntactic dependency labels, layer 1 does improve the performance

compared to layer 0. This shows that some information is captured even in random mod-

els. However, after layer 1 the performance degrades drastically, demonstrating that higher

layers in random models do not generate informative representations.

The experiment with random weights shows that training the neural machine transla-
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tion is important for obtaining good representations. Does the actual translation task mat-

ter? Figure 4-4 also shows the results using representations from English-English models,

that is, an autoencoder scenario. As in the machine translation models, representations

from higher layers do not improve morphological tagging, but do improve the prediction

of syntactic dependencies. However, there is a notable degradation in representation qual-

ity when comparing the autoencoder results to those of the machine translation models.

For example, the best results for predicting syntactic dependencies with the autoencoder

are around 80% at layer 4. In contrast, the same layer in the translation models produces

a score of 88%. In general, the representations from the machine translation models are

always better than those from the autoencoder, and this gap increases as we go higher in

the layers. This trend is similar to the results on morphological and semantic tagging with

representations from autoencoders that were reported in the previous two chapters.11

4.5.1 Effect of relation type

When are higher-layer representations especially important for syntactic relations? Fig-

ure 4-5 breaks down the performance according to the type of syntactic relations. The

figure shows the 5 relations that benefit most from higher layer representations (see Fig-

ure C-7 in Appendix C.3 for the full results).

The general trend is that the quality of the representation improves with higher layers,

with up to 20–25% improvement with representations from layer 4 compared to layer 1.

The improvement is larger for certain relations:12 dependent clauses (advcl, ccomp),

loose relations (list, parataxis), and other typically long-range dependencies such

as conjunctions (conj) and appositions (appos). Core nominal arguments like subject
11See Figure 2-5 and Table 3.2 for morphological and semantic tagging results, respectively.
12The list of syntactic relations in the Universal Dependencies dataset is given in Ta-

ble C.3 (Appendix C.4). Refer to the online documentation for detailed definitions: http://
universaldependencies.org.
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(nsubj) and object (obj) also show consistent improvements with higher layers. Rela-

tions that do not benefit much from higher layers (Figure C-7) are mostly function words

(aux, cop, det), which are local relations by nature, and the relation between a conjunct

and the conjunction (cc), as opposed to the relation between two conjuncts (conj). These

relations are local by nature and also typically less ambiguous. For example, the relation

between a conjunction and and a noun is always labeled as cc, while a verb and a noun

may have a subject or object relation.

(a) Syntax, en-to-* (b) Syntax, *-to-en

Figure 4-5: Syntactic relation types that benefit most from higher layer representations,
generated by neural machine translation models trained to translate English to other lan-
guages (a) and other languages to English (b). For the 5 relations that benefit most, the
accuracy improvement is shown when using representations from layers 2/3/4 compared
to layer 1.

4.5.2 Effect of relation distance

In order to quantify the notions of global and local relations, let us consider relation dis-

tance. Figure 4-6 shows the representation quality as a function of the distance between

the words participating in the relation. Predicting long-distance relations is clearly more
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difficult than predicting short-distance ones. As the distance between the words in the

relation grows, the quality of the representations decreases. When no context is available

(layer 0, corresponding to word embeddings), the performance quickly drops with longer

distance relations. The drop is more moderate in the hidden layers, but in low layers the ef-

fect of relation distance can still be as high as 25%. Higher layers of the network mitigate

this effect and bring the decrease down to under 5%. Moreover, every layer is performing

better than the previous one at each distance group. This indicates that higher layers are

much better at capturing long-distance syntactic information.

(a) Syntax, en-* (b) Syntax, *-en

Figure 4-6: Results of predicting syntactic relations at different distances between the two
words participating in the relation using representations from layers of neural machine
translation systems trained to translate English to other languages (a) and other languages
to English (b). Representations from higher layers are more predictive than lower layers,
especially for relations with longer distances. Error bars correspond to standard deviations
using models trained with different initializations and language pairs.
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Figure 4-7: Results of predicting semantic dependencies using representations from layers
of neural machine translation systems. Representations from higher layers are more pre-
dictive than lower layers for semantic properties. Layer 0 is the word embedding layer and
layers 1–4 are hidden layers in the encoder neural network. The hatches show standard
deviations of models trained with different initializations and language pairs.

4.6 Semantic Dependencies

Semantic dependencies exhibit similar trends to syntactic dependencies (Figure 4-7). For

all language pairs and three different semantic formalisms, representations from layer 4

predict semantic relations better than those from layer 1 (𝑝 < 0.001). Comparing suc-

cessive layers, in 59/72 comparisons over 6 language pairs, 3 semantic formalisms, and

4 layer pairs, the higher layer performed statistically significantly better than the lower

one (𝑝 < 0.01). This shows that each successive layer brings additional improvements in

representation quality for predicting both syntactic and semantic information, culminating

in the top hidden layer being always better than the first hidden layer.

Considering random models, representations from layer 1 perform better than layer 0,

indicating that random weights can capture some contextual information that is helpful for

predicting semantic dependencies (Figure 4-8). However, performance drops rapidly after

that, similarly to syntactic dependencies. Learning to translate is important for obtaining

good representations, as the performance of representations from an autoencoder model is
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much lower. Again, this is similar to the syntactic dependencies case. These trends are

consistent in all three semantic dependency formalisms.

(a) PAS (b) DM (c) PSD

Figure 4-8: Results of predicting semantic relations with representations from neural ma-
chine translation models compared to using representations from random and autoencoder
models. Results are shown on three semantic formalisms: (a) PAS, (b) DM, and (c) PSD.

4.6.1 Effect of relation type

Considering specific semantic relations, higher layers improve the representation quality

especially in looser semantic relations such as conjunctions (Figures C-9, C-8, and C-10,

in Appendix C.3). Of the core semantic arguments, ARG3 benefits from higher layers

more than ARG2, which in turns benefits more than ARG1. Thus relations that are less

fundamental to the predicate benefit more from higher layer representations. The cases

where higher layers do not yield much improvement are with more local relations such as

numbers (times) and multi-word expressions (mwe). Note that these trends are consistent

in different language pairs (small error bars) and three semantic annotation schemes.
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4.6.2 Effect of relation distance

Semantic dependencies are also influenced by relation distance, similar to syntactic de-

pendencies (Figure 4-9). It is harder to predict long-distance than short-distance relations.

Lower layers degrade rapidly with long-distance relations (10–20%), while higher layers

suffer much less (< 5%). As before, each layer performs better than the one below it,

at every distance. Therefore, higher layers are much better at capturing long-distance se-

mantic information. These trends are consistent in all three different semantic formalisms,

although the decrease in the PAS scheme is a bit milder.

(a) Sem, PAS (b) Sem, DM (c) Sem, PSD

Figure 4-9: Results of predicting semantic relations at different distances between the two
words participating in the relation using representations from layers of neural machine
translation systems. Representations from higher layers are more predictive than lower
layers, especially for relations with longer distances. Error bars correspond to standard
deviations using models trained with different initializations and language pairs. Results
are shown on three semantic formalisms: PAS (a), DM (b), and PSD (c).

4.7 Conclusion and Future Work

In this chapter, I investigated neural machine translation from the point of view of syntactic

and semantic dependencies. The experiments demonstrated that higher layers generate

much better representations for these properties than lower layers, especially with more

global and longer-distance relations. This result is in striking contrast to morphological
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information that is represented better or sufficiently well in lower layers.

The notion of sentence structure explored here is quite limited. I have considered

relations between words in isolation, and have only looked at labeling the relations. This

can be extended in several directions. First, it will be interesting to identify the existence of

a relation, either independently or by considering other relations. While this could amount

to performing the full dependency parsing task, which is not trivial, lessons may be learned

from recent work which attempted to jointly learn parsing and translation [105, 144, 316].

Another interesting question is how syntactic and semantic information on the target

language is captured in the decoder. In Chapter 2.6, it turned out that the decoder learns

very poor representations for morphology compared to the encoder. This has led to useful

ideas on how to improve the neural machine translation system. Would a similar picture

arise with syntax and semantics on the target side? In order to investigate this, one would

need an annotated dataset of the target side of a parallel corpus. With progress in syntactic

parsing, it may be possible to obtain automatic annotations from state-of-the-art parsers.

Finally, the investigation has been limited to lexical dependencies, mainly due to the

methodological approach. Studying the neural machine translation representations on

other syntactic and semantic formalisms would require developing a different method-

ology that can abstract away from the lexical items.
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Chapter 5

End-to-End Automatic Speech

Recognition: A Phonetic Analysis

5.1 Introduction

Traditional ASR systems are composed of multiple components, including an acoustic

model, a language model, a lexicon, and possibly other components. Each of these is

trained independently and combined during decoding. As such, the system is not directly

trained on the speech recognition task from start to end. In contrast, end-to-end ASR

systems aim to map acoustic features directly to text (words or characters). Such models

have recently become popular in the ASR community thanks to their simple and elegant

architecture [59, 70, 130, 234]. Given sufficient training data, they also perform fairly

well. Importantly, such models do not receive explicit phonetic supervision, in contrast

to traditional systems that typically rely on an acoustic model trained to predict phonetic

units (e.g., HMM phone states). Intuitively, though, end-to-end models have to generate

some internal representation that allows them to abstract over phonological units. For
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instance, a model that needs to generate the word “bought” should learn that in this case

“g” is not pronounced as the phoneme /g/.

This chapter investigates if and to what extent end-to-end models implicitly learn pho-

netic representations. The hypothesis is that such models need to create and exploit in-

ternal representations that correspond to phonetic units in order to perform well on the

recognition task. The linguistic units under study are phonemes and their interaction with

characters.

Given a pre-trained end-to-end ASR system, I use it to generate frame-level feature

representations for an acoustic speech signal. For example, these may be the hidden rep-

resentations of a recurrent neural network (RNN) in the end-to-end system. I then feed

these features to a classifier that is trained to predict a phonetic property of interest such

as phone recognition. The performance of the classifier is used as a measure of the quality

of the input features, and by proxy the quality of the original end-to-end ASR system.

This chapter aims to provide quantitative answers to the following questions:

1. To what extent do end-to-end ASR systems learn phonetic information?

2. Which components of the system capture more phonetic information?

3. Do more complicated models learn better representations for phonology? And is

ASR performance correlated with the quality of the learned representations?

Two main types of end-to-end models for speech recognition have been proposed in

the literature: connectionist temporal classification (CTC) [130, 234] and sequence-to-

sequence learning [59, 70]. I focus here on CTC and leave exploration of the sequence-to-

sequence model for future work.

To evaluate representation quality, I use TIMIT [120], a phone-segmented dataset

for the phone recognition task. TIMIT comes with human-annotated time segmentation,
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which allows for accurate mapping between speech frames and phone labels.1 I define a

frame classification task: given representations from the CTC model, we need to classify

each frame into a corresponding phone label. More complicated tasks can be conceived

of—for example predicting a single phone given all of its aligned frames—but classifying

frames is a basic and important task to start with.

The experimental evaluation reveals that the lowest layers in a deep end-to-end model

are best suited for representing phonetic information. Applying one convolution on in-

put features improves the representation, but a second convolution greatly degrades phone

classification accuracy. Some possible explanation for this behavior are mentioned. Sub-

sequent recurrent layers initially improve the quality of the representations. However, after

a certain recurrent layer performance again drops, indicating that the top layers do not pre-

serve all the phonetic information coming from the bottom layers. Thus, higher layers

appear to focus more on character sequences than phonetic information. As another form

of analysis, I cluster frame representations from different layers in the deep model and

visualize them in 2D. The visualization reveals a different quality of grouping in different

layers, partly corresponding to the classification results.

5.2 Related Work

End-to-end models for ASR have become increasingly popular in recent years. Important

studies include models based on CTC [9, 107, 130, 234] and attention-based sequence-

to-sequence models [18, 59, 70]. The CTC model is based on a recurrent neural network

that takes acoustic features as input and is trained to predict a symbol per each frame.

Symbols are typically characters, in addition to a special blank symbol. The CTC loss then
1A phone is a distinct speech sound determined by actual pronunciation while a phoneme is an abstract

unit that distinguishes meaning in a given language. The annotation is TIMIT based on context-independent
phones.
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marginalizes over all possible sequences of symbols given a transcription. The sequence-

to-sequence (seq2seq) approach, on the other hand, first encodes the sequence of acoustic

features into a single vector and then decodes that vector into the sequence of symbols

(characters). The attention mechanism improves upon this method by conditioning on a

different summary of the input sequence at each decoding step. Section 1.6 provides more

details on these models and their place in the history of ASR.

While end-to-end neural network models offer an elegant and relatively simple archi-

tecture, they are often thought to be opaque and uninterpretable. Thus researchers have

started investigating what such models learn during the training process. For instance, pre-

vious work evaluated neural network acoustic models on phone recognition using differ-

ent acoustic features [243] or investigated how such models learn invariant representations

[352] and encode linguistic features in different layers [251, 252]. Others have correlated

activations of gated recurrent networks with phone boundaries in autoencoders [335] and

in a text-to-speech system [345]. Recent work analyzed different speaker representations

and how well they capture various properties like speaker information, word presence,

word order, utterance length, and channel information [333].

Other work analyzed joint audio-visual models. For example, in a joint model of

speech and lip movements [57], phoneme embeddings were shown to be closer to certain

linguistic features than embeddings based on audio alone. Chrupała et al. [73] analyzed

a deep recurrent model of speech and images, and found that higher layers better cap-

ture semantic information (sentence similarity, homophone disambiguation), while lower

information related to form (utterance length, word presence) is represented better at inter-

mediate layers. Alishahi et al. [5] found that phonemes are more salient in lower layers of

the same audio-visual model, although they noticed a fair amount of phonological infor-

mation persisting up to the top layers. Harwath and Glass [142] observed word-like units

that emerge in a model trained on pairs of images and their speech descriptions.
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5.3 Methodology

The methodology implements the general approach (Section 1.2) in three steps. First, an

end-to-end ASR system is trained on a corpus of transcribed speech. Then, the trained

ASR model is used for generating frame-level feature representations on a phonetically

transcribed corpus. Finally, a supervised classifier is trained on predicting frame-level

phonetic outputs using the features coming from the ASR system. The classifier is evalu-

ated on a held-out set, yielding a quantitative measure of the quality of the representations

that were learned by the end-to-end ASR model.

Formally, given a sequence of acoustic features 𝑥, let 𝜑𝑘𝑡 (𝑥) denote the output of layer

𝑘 of the ASR model at time 𝑡. The frame classifier takes 𝜑𝑘𝑡 (𝑥) as input and predicts a

label 𝑙𝑡. The rest of this section describes the ASR model and the classifier in more detail.

ASR model

CTC-based ASR

The end-to-end model used in this chapter is DeepSpeech2 [9], an acoustics-to-characters

system based on a deep neural network and trained with the CTC objective function (Sec-

tion 1.6.2). The input to the model is a sequence of audio spectrograms (frequency log

magnitudes), obtained with a 20ms Hamming window and a stride of 10ms. With a sam-

pling rate of 16kHz, this results in 161-dimensional input features. Table 5.1a details the

different layers in this model. The first two layers are convolutions where the number of

output feature maps is 32 at each layer. The kernel sizes of the first and second convo-

lutional layers are 41x11 and 21x11 respectively, where a convolution of TxF has a size

T in the time domain and F in the frequency domain. Both convolutional layers have a

stride of 2 in the time domain while the first layer also has a stride of 2 in the frequency

domain. This setting results in 1952/1312 features per time frame after the first/second

convolutional layers, respectively.
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Layer Input Size Output Size

cnn1 161 1952
cnn2 1952 1312
rnn1 1312 1760
rnn2 1760 1760
rnn3 1760 1760
rnn4 1760 1760
rnn5 1760 1760
rnn6 1760 1760
rnn7 1760 1760
fc 1760 29

(a) DeepSpeech2.

Layer Input Size Output Size

cnn1 161 1952
cnn2 1952 1312
lstm1 1312 600
lstm2 600 600
lstm3 600 600
lstm4 600 600
lstm5 600 600
fc 600 29

(b) DeepSpeech2-light.

Table 5.1: Architectures of the end-to-end ASR models used in this work, following the
DeepSpeech2 models [9].

The convolutional layers are followed by 7 bidirectional recurrent layers, each with

a hidden state size of 1760 dimensions. Notably, these are simple RNNs and not gated

units such as long short-term memory (LSTM) [149], as this was found to produce better

performance [9]. The experiments below also compare with a shallower version of the

model, called DeepSpeech2-light, which has 5 layers of bidirectional LSTMs, each with

600 dimensions (Table 5.1b). This model runs faster but leads to worse recognition results.

Each convolutional or recurrent layer is followed by batch normalization [160, 193]

and a rectified linear unit (ReLU) non-linearity. The final layer is a fully-connected layer

that maps onto the number of symbols (29 symbols: 26 English letters plus space, apos-

trophe, and a blank symbol).

Supervised Classifier

The frame classifier takes features 𝜑𝑘𝑡 (𝑥) from different layers of the DeepSpeech2 model

as input and predicts a phone label. The size of the input to the classifier thus depends
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on which layer in DeepSpeech2 is used to generate features (see Table 5.1). The classifier

is modeled as a feed-forward neural network with one hidden layer, where the size of the

hidden layer is set to 500. This is followed by dropout (𝜌 = 0.5) and a ReLU non-linearity,

then a Softmax layer mapping onto the label set size (the number of unique phones). This

simple formulation helps focus on the quality of the representations learned by the ASR

model, rather than improving the state-of-the-art on the supervised task.

The classifier is trained with Adam [179] with the recommended parameters (𝛼 =

0.001, 𝛽1 = 0.9, 𝛽2 = 0.999, 𝜖 = 𝑒−8) to minimize the cross-entropy loss. Training is run

with a mini-batch size of 16 for 30 epochs, and the model with the best development loss

is used for evaluation.

5.4 Data and Tools

The experiments utilize the deepspeech.torch [254] implementation, which comes

with pre-trained models of both DeepSpeech2 and the simpler variant DeepSpeech2-light.

The end-to-end models are trained on LibriSpeech [266], a publicly available corpus of

English read speech, containing 1,000 hours sampled at 16kHz. The word error rates

(WERs) of the DeepSpeech2 and DeepSpeech2-light models on the Librispeech-test-clean

dataset are 12 and 15, respectively, as reported in [254].

The frame classification dataset is extracted from TIMIT [120], which comes with

time segmentation of phones. The official train/development/test split is used for all ex-

periments. Table 5.2b summarizes statistics of the extracted frame classification dataset.

Note that due to sub-sampling at the DeepSpeech2 convolutional layers, the number of

frames decreases by a factor of two after each convolutional layer. The possible labels are

the 60 phone symbols included in TIMIT (excluding the begin/end silence symbol h#).

Table 5.2a shows the number of frames per phone in the training set.
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s 69903 ey 28743 ah 20136 ux 14026 ch 7077 en 4903
iy 44107 aa 27753 dcl 19995 w 13393 th 6830 epi 3831
ix 37676 l 27095 k 19790 v 12028 jh 6200 uh 3825
n 34397 r 26315 t 19277 bcl 11965 hh 6059 b 3770
ih 33320 kcl 24610 axr 18872 aw 11704 d 5875 g 3179
ae 31136 ao 22937 pcl 18432 p 11455 uw 5565 nx 1940
z 30832 f 22801 ax 17060 el 8609 y 5466 zh 1217
eh 30533 m 22250 pau 16711 dh 8538 dx 5367 ax-h 1188
ay 29922 ow 21179 q 16653 ng 7279 oy 5110 em 1010
tcl 29916 er 20286 sh 15571 gcl 7099 hv 5098 eng 198

(a) Number of frames per phone in our training data, extracted from the TIMIT training set.

Train Dev Test

Utterances 3696 400 192

Frames
input 988K 108K 50K
after cnn1 494K 54K 25K
after cnn2 234K 25K 12K

(b) Frame classification data extracted from TIMIT.

Table 5.2: Statistics of the frame classification dataset extracted from TIMIT [120].
(a) Number of frames per phone. (b) The split into training, development, and test sets.

5.5 Main Results

Figure 5-1a shows frame classification accuracy using features from different layers of the

DeepSpeech2 model. The results are all above a majority baseline of 7.25% (the phone

[s]). Input features (spectrograms) lead to fairly good performance, considering the 60-

wise classification task. The first convolution further improves the results, in line with

previous findings about convolutions as feature extractors before recurrent layers [289].

However, applying a second convolution significantly degrades accuracy. This can be

attributed to the filter width and stride, which may extend across phone boundaries.2 Nev-

ertheless, the large drop is quite surprising.

2The two convolutions downsample by x4, so some time resolution may be lost.
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(a) DS2, w/ strides. (b) DS2, w/o strides.

(c) DS2-light, w/ strides. (d) DS2-light, w/o strides.

Figure 5-1: Frame classification accuracy using representations from different layers of
DeepSpeech2 (DS2) and DeepSpeech2-light (DS2-light), with or without strides in the
convolutional layers.

The first few recurrent layers improve the results, but after the 5th recurrent layer ac-

curacy goes down again. One possible explanation to this may be that higher layers in the

model are more sensitive to long distance information that is needed for the speech recog-

nition task, whereas the local information that is needed for classifying phones is better

captured in lower layers. For instance, to predict a word like “bought”, the model would

need to model relations between different characters, which would be better captured at

the top layers.3 In contrast, feed-forward neural networks trained on phone recognition

3As another example, consider the possible pronunciations of the letter “c” in English: /s/ and /k/. It is
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Figure 5-2: Frame classification accuracy using different window widths around the cur-
rent frame.

were shown to learn increasingly better representations at higher layers [251, 252]; such

networks do not need to model the full speech recognition task, different from end-to-end

models.

The trends shown in Figure 5-1a are consistent in multiple configurations, including

different input features, output labels, classifiers,4 and DeepSpeech2 variants. Figure 5-1

shows results with several different network configurations. We will return to these in the

next section.

For now, Figure 5-2 shows test set results with different window widths around the

frame that is to be classified. This improves the representation and also accounts for

possible delay effects [293]. As expected, larger windows improve the representation

quality. The absolute numbers are much better than using only a single frame (+10–15%),

but the overall trend for a given window size is similar: initial performance drop after

possible that in some intermediate layers it is beneficial to be able to distinguish between these pronunciation,
leading to a higher classification accuracy, while the top layers may be more focused on identifying the letter
“cc”, since these layers are closer to the text output.

4A linear classifier produces accuracies lower by about 4–5% at every layer, but the relative layer-wise
trends are the same. See Table D.1 in Appendix D.1.
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the convolutional layers, then steady increase at the first recurrent layers and another drop

at the top layers. The drop is somewhat more moderate than in the single frame case

(compare to Figure 5-1b), indicating that some shifting effect may indeed be taking place,

although it might be limited given that DeepSpeech2 is using bidirectional RNNs (the

results in [293] are with unidirectional RNNs).

The following section investigate several aspects of the model: model complexity,

effect of strides in the convolutional layers, and effect of blanks. This is followed by a

discussion of classification into different output label sets. Then a visualization of frame

representations in 2D provides another look at the quality of different layers.

5.6 Analysis

5.6.1 CNN strides

The original DeepSpeech2 models have convolutions with strides (steps) in the time di-

mension [9]. This leads to subsampling by a factor of 2 at each convolutional layer, result-

ing in reduced dataset size (see Table 5.2b). Consequently, the comparison between layers

before and after convolutions is not entirely fair. To investigate this effect, Figure 5-1b

shows the results of generating features from the DeepSpeech2 model at different layers

without using strides in the convolutions.5 The general trend is similar to the strided case:

large drop at the 2nd convolutional layer, then steady increase in the recurrent layers with

a drop at the final layers. However, the overall shape of the accuracy in the recurrent lay-

ers is less spiky; the initial drop is milder and performance does not degrade as much at

the top layers. A similar pattern is observed in the non-strided case of DeepSpeech2-light

(Figure 5-1d).
5Note that the model was still trained with strided convolution, but the convolutions are run without

strides while generating features for the classifier.
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These results can be attributed to two factors. First, running convolutions without

strides maintains the number of examples available to the classifier, which means a larger

training set. More importantly, however, the time resolution remains high which can be

important for frame classification.

5.6.2 Recurrent layer

Figure 5-1c shows the results of using features from the DeepSpeech2-light model. This

model has less recurrent layers (5 vs. 7) and smaller hidden states (600 vs. 1760), but it

uses LSTMs instead of simple RNNs. A first observation is that the overall trend is the

same as in DeepSpeech2: significant drop after the first convolutional layer, then initial

increase followed by a drop in accuracy in the final recurrent layers.

Comparing the two models (Figures 5-1a and 5-1c), a number of additional observa-

tions can be made. First, the convolutional layers of DeepSpeech2 contain more phonetic

information than those of DeepSpeech2-light (+1% and +4% for cnn1 and cnn2, respec-

tively). In contrast, the recurrent layers in DeepSpeech2-light are better, with the best

result of 37.77% in DeepSpeech2-light (by lstm3) compared to 33.67% in DeepSpeech2

(by rnn5). This suggests again that higher layers do not model phonology very well: when

there are more recurrent layers, the convolutional layers compensate and generate better

representations for phonology than when there are fewer recurrent layers. Interestingly,

the deeper model performs better on the speech recognition task (12% WER with Deep-

Speech2 compared to 15% WER with DeepSpeech2-light [254]) while its deep represen-

tations are not as good at capturing phonology, suggesting that its top layers focus more

on modeling character sequences, while its lower layers focus on representing phonetic

information.
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Figure 5-3: Frame classification accuracy at frames predicted as blank, space, or another
letter by DeepSpeech2 and DeepSpeech2-light, with and without strides in the convolu-
tional layers.

5.6.3 Blanks

Recall that the CTC model predicts either a letter in the alphabet, a space, or a blank

symbol. This allows the model to concentrate probability mass on a few frames that are

aligned to the output symbols in a series of spikes, separated by blank predictions [131].

Figure 5-3 breaks the performance down into cases where the ASR model predicted a

blank, a space, or another letter. Results are shown using representations from the best re-

current layers in DeepSpeech2 and DeepSpeech2-light, run with and without strides in the

convolutional layers. In the strided case, the hidden representations are of highest quality

for phone classification when the model predicts a blank. This appears counterintuitive,

considering the spiky behavior of CTC models, which should be more confident when

predicting non-blank. However, it turns out that only 5% of the frames are predicted as

blanks, due to downsampling in the strided convolutions. When the model is run without
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Figure 5-4: Accuracy of classification into sound classes using representations from dif-
ferent layers of DeepSpeech2.

strides, a somewhat different behavior appears. In this case the model predicts many more

blanks (more than 50% compared to 5% in the non-strided case), and representations of

frames predicted as blanks are not as good, which is more in line with the common spiky

behavior of CTC models [131].

5.6.4 Output labels

The preceding experiments were conducted with a label set of 60 phones. However, speech

sounds are often organized in coarse categories like consonants and vowels. This section

investigates whether the ASR model learns such categories. The primary question we ask

is: which parts of the model capture most information about coarse categories? Are higher

layer representations more informative for this kind of abstraction above phones?

Figure 5-4 shows the results of classifying frames into the following coarse-grained
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Figure 5-5: Difference in F1 score using representations from layer rnn5 compared to the
input layer, showing F1 within each sound class (“intra-class”) and among different classes
(“inter-class”).

categories: affricates, fricatives, nasals, semivowels/glides, stops, and vowels.6 All lay-

ers produce representations that contain a non-trivial amount of information about sound

classes (above the vowel majority baseline). As expected, predicting sound classes is

easier than predicting phones, as evidenced by a much higher accuracy compared to the

previous results. As in previous experiments, the lower layers of the network (input and

cnn1) produce the best representations for predicting sound classes. Performance then first

drops at cnn2 and increases steadily with each recurrent layer, finally decreasing at the last

recurrent layer. It appears that the top layer does not generate better representations for

abstract sound classes.

Let us look more closely at the difference between the input layer and the best recur-

rent layer (rnn5), broken down to specific sound classes. Figure 5-5 shows the change in

6The mapping between phones and their coarse-grained categories follows that defined in the TIMIT
documentation [120].
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(a) input (b) cnn2 (c) rnn5

Figure 5-6: Confusion matrices of sound class classification using representations from
different layers.

F1 score when moving from input representations to rnn5 representations, where F1 is cal-

culated in two ways. The inter-class F1 is calculated by directly predicting coarse sound

classes, thus measuring how often the model confuses two separate sound classes. The

intra-class F1 is obtained by predicting fine-grained phones and micro-averaging F1 inside

each coarse sound class (not counting confusion outside the class). It indicates how often

the model confuses different phones in the same sound class. As Figure 5-5 shows, in most

cases representations from rnn5 degrade the performance, both within and across classes.

There are two notable exceptions. Affricates are better predicted at the higher layer, both

compared to other sound classes and when predicting individual affricates. It may be that

more contextual information is needed in order to detect a complex sound like an affricate.

Second, the intra-class F1 for nasals improves with representations from rnn5, whereas the

inter-class F1 goes down, suggesting that rnn5 is better at distinguishing between different

nasals.

Figure 5-6 shows confusion matrices of predicting sound classes using representa-

tions from the input, cnn2, and rnn5 layers. Much of the confusion arises from confusing

relatively similar classes: semivowels/vowels, affricates/stops, affricates/fricatives. Inter-
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estingly, affricates are less confused at layer rnn5 than in lower layers, which is consistent

with our previous observation.

Finally, Figure 5-7 reports experiments with a reduced set of 48 phones [195], exhibit-

ing a similar trend to the other label sets. Interestingly, as with sound classes, the affricates

[ch] and [jh] are better represented at rnn5 (F1 scores of 42.5% and 34.9%, respectively)

than at the input layer (7.2% and 8.3%).

Figure 5-7: Frame classification accuracy with a reduced set of 48 phones.

5.6.5 Clustering and visualizing representations

This section concludes the experimental results with visualizations of frame representa-

tions from different layers of DeepSpeech2.7 First, the DeepSpeech2 model was run on

the entire development set of TIMIT to generate feature representations for every frame

from all layers. This results in more than 100K vectors of different sizes. Then, the vectors

in each layer were clustered with k-means (𝑘 = 500) and the cluster centroids were plotted

7The visualization was obtained following a similar procedure to that of [142].
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using t-SNE [223]. Each cluster is assigned the phone label that had the largest number of

examples in the cluster.

Figure 5-8 shows t-SNE plots of cluster centroids from selected layers, with color and

shape coding for the phone labels (see Figure D-1 in Appendix D for other layers). The

input layer produces clusters which show a fairly clean separation into groups of centroids

with the same assigned phone. After the input layer it is less easy to detect groups, and

lower layers do not show a clear structure. Layers rnn4 and rnn5 again display some

meaningful groupings (e.g., [z] on the right side of the rnn5 plot), after which rnn6 and

rnn7 again show less structure.

input cnn2 rnn5

Figure 5-8: Centroids of frame representation clusters using features from different layers.

Figure D-2 (in Appendix D) shows clusters that have a majority label of at least 10–

20% of the examples.8 In this case groupings are more observable in all layers, and espe-

cially in layer rnn5.

Note that these results are mostly in line with our previous findings regarding the qual-

ity of representations from different layers. It appears that when frame representations

are better separated in vector space, the classifier does a better job at classifying frames

8As some clusters are quite noisy, it is useful to prune clusters where the majority label does not cover
enough of the cluster members, depending on the number of examples left in each cluster after pruning
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into their phone labels. A similar observation was made in [252]. They found that both

classification accuracy and representation separability improve in higher layers of a neural

network trained on phone recognition. Interestingly, in their case performance does not

drop at higher layers. The reason for the difference with the results reported here may be

that their model is trained on phone recognition, and thus the auxiliary classification task is

aligned with the original training objective. In contrast, the end-to-end model was trained

on predicting characters, and so its representations at the top layer are better tuned to this

property, whereas phonetic discrimination is important only as an intermediate step.

5.7 Conclusion and Future Work

In this chapter, I analyzed representations in a deep end-to-end ASR model that is trained

with a CTC loss. I empirically evaluated the quality of the representations on a frame

classification task, where each frame is classified into its corresponding phone label. I

compared feature representations from different layers of the ASR model and observed

striking differences in their quality. Interestingly, intermediate layers capture phonetic in-

formation better than the top layer. This can be explained by the end-goal of the ASR

model, which is trained on predicting character sequences in an end-to-end manner, dif-

ferent from traditional acoustic model. In addition, visualizations demonstrate that differ-

ences in classification accuracy in different layers may correspond to the separability of

the representations in vector space.

Future work can extend this analysis to other speech features, such as syllable structure,

speaker identification and verification, and dialect or language identification. Experiment-

ing with other end-to-end systems, such as sequence-to-sequence (seq2seq) models and

acoustics-to-words systems, is another interesting direction.

Another venue for future work is to improve the end-to-end model based on the results
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of this analysis, for example by improving the representation capacity of certain layers

in the deep neural network. Understanding representation learning at different layers of

the end-to-end model can guide joint learning of phone recognition and ASR, as recently

proposed in a multi-task learning framework [320].

150



Chapter 6

Afterword

This work was concerned with understanding the internal representations learned by lan-

guage and speech processing models. We started with a general methodology for con-

ducting informed deep learning research, where quantitative analysis guides the research

process. The body of work presented in this thesis is focused on the analysis part: what

linguistic information is captured by end-to-end neural networks when they are trained

on large amounts of data, where and how is this information represented, and what is the

interplay between different parts of the neural network. I studied these themes in the con-

text of two fundamental language technology tasks and through the lens of core language

properties. Chapter 2 investigated morphology in neural machine translation and found

that morphological information is better represented at lower layers of the neural machine

translation model. Chapter 3 contrasted part-of-speech and semantic tagging, and found

that lexical semantic information tends to be captured more in the higher layers of the

models. Chapter 4 took one step up the language hierarchy, and evaluated syntactic and

semantic relations in different layers. The combined results of these three chapters suggest

a hierarchical organization of linguistic information in neural networks that are trained on
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the machine translation task. Lower layers of the network tend to focus on simple, local

properties, while higher layers focus on more complex, global properties.

Chapter 5 extended the analysis to automatic speech recognition, and found that pho-

netic information is represented better in intermediate layers of a deep end-to-end model

than the top layers. This suggested that higher layers in the model are more concerned

with abstracting over phonetic distinctions and capturing character patterns. This too can

be seen as a notion of emerging hierarchy.

In closing, I would like to offer several directions for future study.

Linguistic properties The models and tasks investigated in this thesis are definitely not

the whole story. Language has more complex structures that deserve their own study.

Moving beyond relations into phrase structure, sentence structure, and beyond is one pos-

sible direction to explore. Do neural machine translation models learn such properties?

Our recent work suggests that neural machine translation representations fail to represent

certain semantic properties [275], but more research is needed on this topic.

The speech recognition experiments were limited to a very basic property: classifying

speech frames. Do end-to-end models learn more complex units, such as syllables, words,

and beyond? What about speaker, dialect or language information? Investigating end-to-

end models from these perspectives would shed more light on how they work.

Models and architectures Another natural extension is to investigate other end-to-end

models. Within machine translation and speech recognition, new architectures are pro-

posed every day. Do these capture language in a similar manner to the standard end-to-

end models that were investigated here? Can we make more informed choices of model

architecture and components by analyzing their internal representations? And what about

end-to-end models for other language processing tasks?
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On the other side, one may also consider simplified versions of neural network models

whose behavior is better understood. For instance, constructing small-scale models trained

on synthetic datasets can lead to a more complete analysis [155, 328]. Working with syn-

thetic data can also help verify that the methodology works as expected, by constructing a

dataset with some known underlying property and training a classifier to uncover it.

Methods This thesis followed a unified methodology for analyzing deep learning mod-

els for language and speech processing. It has proven quite useful in leading to interesting

insights regarding the internal representations in such models. However, this methodology

has its limitation. First, training a classifier to predict certain properties is an indirect way

to measure association between neural network representations and linguistic properties.

Forming more direct links might shed a different light on the questions we ask. One pos-

sibility is to frame the problem in information theoretic terms, and measure properties like

mutual information between internal representations and target properties. An intriguing

question is how to track information flow inside the model and observe how some infor-

mation is lost, as we have seen that some kinds of linguistic information are lost in higher

layers. Note that such an information theoretic approach would have to somehow handle

the high-dimensional space of the distributed representations learned by neural networks.

Another interesting direction is to investigate causal relationships between internal rep-

resentations and linguistic properties. Do they end-to-end models have to learn linguistic

representations to perform well on their tasks?

Second, the analysis in this thesis provides global results, at the model-level or at the

level of model components. The results do not provide direct explanations for specific, lo-

cal model predictions. Generating such explanations for automatic predictions is arguably

important [94, 95], and some related work in language processing attempts to go in this

direction (see Section 1.3.2). But this is only the beginning; there is room for much more
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work in this area.

Lastly, evaluation of interpretation methods remains challenging. Ultimately, the re-

sults need to be evaluated by humans on some real task [94], but this is not trivial to ac-

complish. Using human behavioral experiments may be a reasonable proxy [60, 113, 249].

Closing the loop In the introduction to this thesis, I argued that one important outcome

of the analysis should be insights for improving the original end-to-end system. We have

seen one example for this, where our analysis of morphology in the neural machine transla-

tion encoder and decoder led us to try and improve morphological learning in the decoder

(Section 2.7). Multi-task learning turned out to be a powerful technique in this case. I be-

lieve that other results in this thesis can suggest directions for closing the loop and improv-

ing the original models. For instance, it may be beneficial to use auxiliary loss functions at

different layers, as projected from our analysis. Indeed, recent work has picked up on the

idea that different layers capture different linguistic properties, exploiting this to generate

better contextualized word representations [274].

Between humans and machines In conclusion, I allow myself a bit of speculation. This

thesis studied how machines—certain artificial neural networks—learn language. But the

most successful language learning machine is obviously humans. Despite their great suc-

cess, deep learning models remain limited and lag behind human performance on many

tasks. Can we learn something from how humans learn and process language that would

help us develop better machines? Past advances were inspired by how humans process in-

formation. Known examples are CNN architectures that are inspired by the human visual

processing system, and the speech feature representations like MFCCs that are inspired

by the human auditory processing system. At present, there is still much unknown about

how humans process and produce language, but future advances might expose our amaz-
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ing language processing system in a way that is beneficial for developing better artificial

systems.

There also is some reason to hope that insights from machine learning can help guide

the investigation of human language processing in psycholinguistic and neurolinguistic

research. The emerging hierarchical structure in deep learning models of language is one

interesting place to look at. Without more direct evidence, one cannot claim that humans

must process language with similar mechanisms. But the analysis of artificial neural net-

works might tell us something about how humans might be processing language.
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Appendix A

Morphological Tagging Experiments

A.1 Additional results for the effect of target language

Section 2.5.3 investigated the effect of the target language on source-side representations.

Table A.1 shows additional part-of-speech (POS) tagging results in German and Czech,

confirming that translating into a simpler language (English) results in better source-side

representations. As before, the autoencoder model learns much worse representations.

Target
Source English Arabic Self

German 93.5 92.7 89.3
Czech 75.7 75.2 71.8

Table A.1: POS tagging accuracy in German and Czech when translating into different
target languages. Self = German/Czech in rows 1/2 respectively.
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Appendix B

Semantic Tagging Experiments

B.1 Full results for coarse-grained semantic tagging

Table B.1 shows semantic (SEM) tagging results with coarse-grained tags, using represen-

tations from different layers. All pairwise comparisons between two layers are statistically

significant at 𝑝 < 0.001 except for layer 3 vs. layer 4 with an Arabic target language (sig-

nificant at 𝑝 < 0.01) and layer 2 vs. layer 3 with a Russian target language (not significant).

Statistical significance was calculated by the approximate randomization test [265].

Arabic Spanish French Russian Chinese

0 85.7 85.7 85.7 85.8 85.6
1 90.7 90.5 90.6 90.6 90.5
2 90.3 90.4 90.3 90.3 90.0
3 90.6 90.7 90.8 90.2 90.3
4 91.1 91.3 91.2 91.0 90.7

Table B.1: SEM tagging accuracy on English with coarse-grained tags using features gen-
erated by different encoding layers of 4-layered neural machine translation models trained
with different target languages.
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B.2 Statistical significance

Table B.2 shows statistical significance results (calculated according to [265]) when com-

paring representations generated by models trained with different target languages. Each

cell shows significance for a comparison of classifiers trained on representations from

models trained with two different target languages.

Ar-Es Ar-Fr Ar-Ru Ar-Zh Es-Fr Es-Ru Es-Zh Fr-Ru Fr-Zh Ru-Zh

Fine-grained SEM tags

0 ns ns ns ‡ ns ns ‡ ns * ‡
1 ‡ * ns ‡ † ‡ ns † * ‡
2 † ns ns ‡ ‡ ‡ ‡ ns ‡ ‡
3 † † ‡ ‡ ns ‡ ‡ ‡ ‡ ns
4 ‡ * ‡ ‡ ‡ ‡ ‡ ‡ ‡ ‡

Coarse-grained SEM tags

0 † * ns ‡ ns ‡ ns † * ‡
1 ‡ * * ‡ † ‡ ns ns * *
2 ns ns ns ‡ ns † ‡ ns ‡ ‡
3 ‡ ‡ ‡ ‡ ns ‡ ‡ ‡ ‡ *
4 ‡ ns ‡ ‡ † ‡ ‡ ‡ ‡ ‡

POS tags

0 * * † ‡ ns ns * ns ns ns
1 ‡ ‡ ‡ ‡ ns * ‡ ns ‡ ‡
2 ns ns ns ‡ ns ns ‡ ns ‡ ‡
3 ‡ * † ‡ † ‡ ‡ ‡ ‡ ‡
4 ‡ ‡ ns ‡ ns ‡ ‡ ‡ ‡ ‡

Table B.2: Statistical significance results for SEM and POS tagging experiments (Chap-
ter 3) comparing different target languages: Arabic (Ar), Spanish (Es), French (Fr), Rus-
sian (Ru), and Chinese (Zh). ns = 𝑝 > 0.05, * = 𝑝 < 0.05, †= 𝑝 < 0.01, ‡= 𝑝 < 0.001.
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Appendix C

Relation Prediction Experiments

C.1 Full results

This section provides detailed results to complement Chapter 4. Figure C-1 shows the

results of predicting morphological tags with representations from encoders of all the dif-

ferent neural machine translation model. Figure C-2 shows similar results for the syntactic

dependency labeling tasks, and Figures C-3, C-4, and C-5 show the results for the three

semantic formalisms.
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Figure C-1: Full results of predicting morphological tags using encoder representations
from different layers of neural machine translation models trained with different target
languages (Chapter 4).
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Figure C-2: Full results of predicting syntactic dependencies using encoder representations
from different layers of neural machine translation models trained with different target
languages (Chapter 4).
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Figure C-3: Full results of predicting semantic dependencies in the DM formalism using
encoder representations from different layers of neural machine translation models trained
with different target languages (Chapter 4). The dashed line shows the most frequent label
baseline.
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Figure C-4: Full results of predicting semantic dependencies in the PAS formalism using
encoder representations from different layers of neural machine translation models trained
with different target languages (Chapter 4). The dashed line shows the most frequent label
baseline.
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Figure C-5: Full results of predicting semantic dependencies in the PSD formalism using
encoder representations from different layers of neural machine translation models trained
with different target languages (Chapter 4). The dashed line shows the most frequent label
baseline.
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C.2 Statistical significance

This section proves a detailed account of statistical significance results for the experi-

ments reported in Chapter 4. There were three independent runs with different random

initializations of the classifier for each configuration. A configuration relates to evaluat-

ing representations generated from a certain layer of a specific machine translation model,

such as layer 1 of the encoder in an English-to-French model. To compare the results be-

tween two layers, I choose the two closest runs in terms of accuracy. For each run, I define

a binary variable that takes 1 when the prediction is correct, and 0 otherwise. The binary

variables corresponding to the two closest runs are compared using the approximate ran-

domization test [265], which has been recommended for computing statistical significance

in classification problems in natural language processing.1

The statistical significance results for morphology, syntactic dependencies, and seman-

tic dependencies are summarized in Tables C.1a, C.1b, and C.2 respectively.

1An implementation is available at https://www.nlpado.de/˜sebastian/software/
sigf.shtml.
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English-Arabic

0 1 2 3 4

0 ‡
1 ‡ ns ns ns
2 ns ns ns
3 ns ns ns
4 ns ns ns

English-Spanish

0 1 2 3 4

0 ‡
1 † ns ns ns
2 ‡ ns *
3 ns ns ns
4 ns ns ns

English-French

0 1 2 3 4

0 ‡
1 ns ns ns ns
2 ns ns ns
3 ns ns ns
4 ns ns ns

English-Russian

0 1 2 3 4

0 ‡
1 ‡ ‡ ns ‡
2 ‡ ‡ ns
3 ns ns ‡
4 † ns ns

English-Chinese

0 1 2 3 4

0 ‡
1 ‡ ‡ ns ‡
2 ns ‡ ns
3 ns ns ‡
4 ‡ † ns

English-English

0 1 2 3 4

0 ‡
1 ‡ ‡ ‡ ‡
2 ‡ ‡ ns
3 ‡ ‡ ‡
4 ‡ ns ‡

(a) Morphology
English-Arabic

0 1 2 3 4

0 ‡
1 ‡ ‡ ‡ ‡
2 ‡ ns ‡
3 ‡ ns ‡
4 ‡ † ns

English-Spanish

0 1 2 3 4

0 ‡
1 ‡ ‡ ‡ ‡
2 ns ‡ ‡
3 ‡ ‡ ‡
4 ‡ ‡ ‡

English-French

0 1 2 3 4

0 ‡
1 ‡ ‡ ‡ ‡
2 † ‡ ‡
3 ‡ ‡ ‡
4 ‡ ‡ ‡

English-Russian

0 1 2 3 4

0 ‡
1 ‡ † ‡ ‡
2 ‡ ‡ ‡
3 ‡ ns †
4 ‡ ‡ ‡

English-Chinese

0 1 2 3 4

0 ‡
1 ‡ ns ‡ ‡
2 ns ‡ ‡
3 ‡ ‡ ns
4 ‡ ‡ †

English-English

0 1 2 3 4

‡
1 ‡ † † ‡
2 † ns ‡
3 † ns ‡
4 ‡ ‡ ‡

(b) Syntax

Table C.1: Statistical significance results for morphological tagging (a) and syntactic de-
pendency labeling (b) experiments in Chapter 4. In each table with caption A-B, the cells
above the main diagonal are for translation direction A→B and those below it are for the
direction B→A. ns = 𝑝 > 0.05, * = 𝑝 < 0.05, †= 𝑝 < 0.01, ‡= 𝑝 < 0.001. Comparisons at
empty cells are not shown.
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English→Arabic/Russian

0 1 2 3 4

0 ‡
1 ‡ ‡ ‡ ‡
2 ‡ † ‡
3 ‡ ‡ ‡
4 ‡ ‡ ns

English→Spanish/Chinese

0 1 2 3 4

0 ‡
1 ‡ ‡ ‡ ‡
2 ‡ ‡ ‡
3 ‡ ‡ ‡
4 ‡ ‡ ns

English→French/English

0 1 2 3 4

0 ‡
1 ‡ ‡ ‡ ‡
2 ‡ ‡ ‡
3 ‡ ‡ ‡
4 ‡ ‡ ‡

(a) DM scheme

English→Arabic/Russian

0 1 2 3 4

0 ‡
1 ‡ ‡ ‡ ‡
2 ‡ ‡ ‡
3 ‡ ‡ ‡
4 ‡ ‡ ns

English→Spanish/Chinese

0 1 2 3 4

0 ‡
1 ‡ ‡ ‡ ‡
2 ‡ ‡ ‡
3 ‡ ‡ ‡
4 ‡ ‡ ns

English→French/English

0 1 2 3 4

0 ‡
1 ‡ ‡ ‡ ‡
2 ‡ ns ‡
3 ‡ ‡ ‡
4 ‡ ‡ ‡

(b) PAS scheme

English→Arabic/Russian

0 1 2 3 4

0 ‡
1 ‡ ‡ ‡ ‡
2 ns † ‡
3 ‡ ‡ ‡
4 ‡ ‡ ns

English→Spanish/Chinese

0 1 2 3 4

0 ‡
1 ‡ ns ‡ ‡
2 ns ‡ ‡
3 ‡ ‡ ‡
4 ‡ ‡ ns

English→French/English

0 1 2 3 4

0 ‡
1 ‡ ‡ ‡ ‡
2 ns ‡ ‡
3 ns * ‡
4 ‡ ‡ ‡

(c) PSD scheme

Table C.2: Statistical significance results for semantic dependency labeling experiments
in Chapter 4. In each table with caption A→B/C, the cells above the main diagonal are for
translation direction A→B and those below the main diagonal are for the direction A→C.
ns = 𝑝 > 0.05, * = 𝑝 < 0.05, †= 𝑝 < 0.01, ‡= 𝑝 < 0.001. Comparisons at empty cells are
not shown.
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C.3 Results by relation type

Figure C-7 shows the improvement in accuracy using representations from layers 2/3/4

compared to layer 1, when predicting different syntactic relations. Figures C-8, C-9, and

C-10 show similar numbers for predicting different semantic relations. See the following

section for information on the specific relations.
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Figure C-6: Accuracy improvement when predicting different syntactic relation types us-
ing representations from layers 2/3/4 compared to layer 1, generated by neural machine
translation models trained to translate English to other languages.
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Figure C-7: Accuracy improvement when predicting different syntactic relation types us-
ing representations from layers 2/3/4 compared to layer 1, generated by neural machine
translation models trained to translate from other languages to English.
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Figure C-8: Accuracy improvement when predicting different English semantic relations
(PAS scheme) using representations from layers 2/3/4 compared to layer 1.
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Figure C-9: Accuracy improvement when predicting different English semantic relations
(PSD scheme) using representations from layers 2/3/4 compared to layer 1.
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Figure C-10: Accuracy improvement when predicting different English semantic relations
(PSD scheme) using representations from layers 2/3/4 compared to layer 1.
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C.4 Information on dependency relations

This section lists the syntactic and semantic relations that are mentioned in Chapter 4

and in Figures C-7, C-8, C-9 and C-10. More information is available in the official

documentation of the original datasets.

Table C.3 lists the syntactic dependencies from the Universal Dependencies datasets [261].

Consult the online documentation for detailed definitions and examples:

http://universaldependencies.org.

For details on the semantic dependency formalisms, see the references on the shared-

task website: http://sdp.delph-in.net/2015/representations.html.

The PAS and DM schemes mainly denote relations by first, second, and third arguments

(ARG1, ARG2, ARG3). In the PAS scheme, these are categorized by POS tag. In the

DM scheme, there are a few additional, more syntactically oriented relations: multi-word

expressions (mwe), certain number expressions (times), bound variable of a quantifier

(BV) [162], negation (neg), time adverbs (loc), possessives (poss), the relations be-

tween disjuncts ( or c) and conjuncts ( and c, conj), subordination (subord), and

apposition (appos). Table C.4 lists the PSD relations that are mentioned in Figure ??.

They are derived from the tectogrammatical layer in the English part of the Prague Czech-

English dependency treebank.2 The manual contains detailed definitions and examples.3

2http://ufal.ms.mff.cuni.cz/pcedt2.0/
3See http://ufal.ms.mff.cuni.cz/pcedt2.0/publications/TR_En.pdf. The NE

relation is not mentioned in the manual, but observing the data shows that it is used for named entity parts
like the relation between “South” and “Korea”.
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Relation Description Relation Description

acl clausal modifier of noun fixed fixed multiword expression
advcl adverbial clause modifier flat flat multiword expression
advmod adverbial modifier goeswith goes with
amod adjectival modifier iobj indirect object
appos appositional modifier list list
aux auxiliary mark marker
case case marking nmod nominal modifier
cc coordinating conjunction nsubj nominal subject
ccomp clausal complement nummod numeric modifier
clf classifier obj object
compound compound obl oblique nominal
conj conjunct orphan orphan
cop copula parataxis parataxis
csubj clausal subject punct punctuation
dep unspecified dependency reparandum overridden disfluency
det determiner root root
discourse discourse element vocative vocative
dislocated dislocated elements xcomp open clausal complement
expl expletive

Table C.3: Syntactic dependency relations defined in the Universal Dependencies datasets.

177



Relation Description Relation Description

ACMP accompaniment EFF functor used for arguments with the
cognitive role of the effect/result of the
event

ACT functor for the first argument EXT extent
ADDR functor used for arguments with the

cognitive role of the recipient of the
event

LOC where?

ADVS adversative MANN manner proper
AIM purpose, aim MAT adnominal argument referring to the

content (material etc.) of something
APP adjunct referring to the person or thing

something or someone belongs to
NE named entity?

APPS apposition PAT functor for the second argument
BEN adjunct expressing to whose advantage

or disadvantage something happens
PREC expression linking the clause to the

preceding text
COMPL predicative complement REG regard
CONJ simple conjoining RHEM rhematizer
DESCR nonrestrictive attribute in postposition RSTR adnominal adjunct more closely speci-

fying
DIFF difference THL how long? in what time?
DIR1 Where from? TWHEN When?
DISJ disjunctive

Table C.4: Semantic dependency relations used in the PSD scheme.
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Appendix D

ASR Experiments

D.1 Comparing linear and non-linear classifiers

Table D.1 shows a comparison of a linear classifier with two non-linear classifiers, having

one and two hidden layers, on frame classification with representations from different

layers of DeepSpeech2. The non-linear classifiers perform better at every layer. However,

the layer-wise trends are similar, and consistent with the main experiments reported in

Chapter 5. Adding a second hidden layer only slightly improves the results.

Input cnn1 cnn2 rnn1 rnn2 rnn3 rnn4 rnn5 rnn6 rnn7

Linear 31.57 39.72 14.87 21.12 24.18 25.75 27.12 29.86 24.54 19.18
MLP-1 36.64 45.99 16.86 23.19 27.22 29.39 32.08 33.67 26.96 21.57
MLP-2 38.04 47.61 17.52 23.71 28.02 29.92 32.69 34.02 28.01 21.94

Table D.1: Frame classification accuracy using representations from different layers of
DeepSpeech2, as obtained by a linear classifier compared to non-linear multi-layer percep-
trons (MLP) with one and two hidden layers. The non-linear classifiers obtain consistently
better results than the linear one, but the relative trends (which layers perform better) are
similar in both cases.
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D.2 Visualizations of frame representations

Figure D-1 shows a 2D projection of centroids of frame representation clusters from dif-

ferent layers of an end-to-end ASR model. See Section 5.6.5 for a description of this

visualization. Figure D-2 shows similar visualizations after pruning very impure clusters,

ones with a majority label smaller than 10–20% of cluster members.

input cnn2 rnn1

rnn2 rnn3 rnn4

rnn5 rnn6 rnn7

Figure D-1: Centroids of all frame representation clusters using features from different
layers of the DeepSpeech2 ASR model (Chapter 5).
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input cnn2 rnn1

rnn2 rnn3 rnn4

rnn5 rnn6 rnn7

Figure D-2: Centroids of frame representation clusters using features from different lay-
ers, showing only clusters where the majority label covers at least 10–20% of the cluster
members (Chapter 5).
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Kavukcuoglu, and Pavel Kuksa. Natural Language Processing (Almost) from

192

https://doi.org/10.1080/09540099108946592
https://doi.org/10.1080/09540099108946592
http://papers.nips.cc/paper/7273-houdini-fooling-deep-structured-visual-and-speech-recognition-models-with-adversarial-examples.pdf
http://papers.nips.cc/paper/7273-houdini-fooling-deep-structured-visual-and-speech-recognition-models-with-adversarial-examples.pdf
http://papers.nips.cc/paper/7273-houdini-fooling-deep-structured-visual-and-speech-recognition-models-with-adversarial-examples.pdf
http://doi.acm.org/10.1145/1390156.1390177
http://doi.acm.org/10.1145/1390156.1390177


Scratch. J. Mach. Learn. Res., 12:2493–2537, November 2011. ISSN 1532-4435.
URL http://dl.acm.org/citation.cfm?id=1953048.2078186.

[79] Costanza Conforti, Matthias Huck, and Alexander Fraser. Neural Morphological
Tagging of Lemma Sequences for Machine Translation. In Proceedings of the 13th
Conference of The Association for Machine Translation in the Americas (Volume 1:
Research Track, pages 39–53, March 2018.

[80] Alexis Conneau, Douwe Kiela, Holger Schwenk, Loı̈c Barrault, and Antoine Bor-
des. Supervised Learning of Universal Sentence Representations from Natural
Language Inference Data. In Proceedings of the 2017 Conference on Empirical
Methods in Natural Language Processing, pages 670–680. Association for Com-
putational Linguistics, 2017. URL http://aclweb.org/anthology/D17-
1070.

[81] Alexis Conneau, German Kruszewski, Guillaume Lample, Loı̈c Barrault, and
Marco Baroni. What you can cram into a single vector: Probing sentence em-
beddings for linguistic properties. In Proceedings of the 56th Annual Meeting of
the Association for Computational Linguistics (ACL), July 2018.
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[86] Adrià de Gispert, Gonzalo Iglesias, and Bill Byrne. Fast and Accurate Preordering
for SMT using Neural Networks. In Proceedings of the 2015 Conference of the
North American Chapter of the Association for Computational Linguistics: Human

193

http://dl.acm.org/citation.cfm?id=1953048.2078186
http://aclweb.org/anthology/D17-1070
http://aclweb.org/anthology/D17-1070
http://anthology.aclweb.org/P16-2058


Language Technologies, pages 1012–1017. Association for Computational Linguis-
tics, 2015. doi: 10.3115/v1/N15-1105. URL http://www.aclweb.org/
anthology/N15-1105.

[87] Claudio Delli Bovi, Jose Camacho-Collados, Alessandro Raganato, and Roberto
Navigli. EuroSense: Automatic Harvesting of Multilingual Sense Annotations from
Parallel Text. In Proceedings of the 55th Annual Meeting of the Association for
Computational Linguistics (Volume 2: Short Papers), pages 594–600. Association
for Computational Linguistics, 2017. doi: 10.18653/v1/P17-2094. URL http:
//www.aclweb.org/anthology/P17-2094.

[88] P. Denes. The Design and Operation of the Mechanical Speech Recognizer at Uni-
versity College London. Journal of the British Institution of Radio Engineers, 19
(4):219–229, 1959.

[89] Jacob Devlin, Rabih Zbib, Zhongqiang Huang, Thomas Lamar, Richard Schwartz,
and John Makhoul. Fast and Robust Neural Network Joint Models for Statistical
Machine Translation. In Proceedings of the 52nd Annual Meeting of the Associ-
ation for Computational Linguistics (Volume 1: Long Papers), pages 1370–1380.
Association for Computational Linguistics, 2014. doi: 10.3115/v1/P14-1129. URL
http://www.aclweb.org/anthology/P14-1129.

[90] Yanzhuo Ding, Yang Liu, Huanbo Luan, and Maosong Sun. Visualizing and Under-
standing Neural Machine Translation. In Proceedings of the 55th Annual Meeting
of the Association for Computational Linguistics (Volume 1: Long Papers), pages
1150–1159. Association for Computational Linguistics, 2017. doi: 10.18653/v1/
P17-1106. URL http://www.aclweb.org/anthology/P17-1106.

[91] Yuan Ding and Martha Palmer. Machine Translation Using Probabilistic Syn-
chronous Dependency Insertion Grammars. In Proceedings of the 43rd Annual
Meeting of the Association for Computational Linguistics (ACL’05), pages 541–
548. Association for Computational Linguistics, 2005. URL http://www.
aclweb.org/anthology/P05-1067.

[92] Cicero dos Santos and Maira Gatti. Deep Convolutional Neural Networks for Sen-
timent Analysis of Short Texts. In Proceedings of COLING 2014, the 25th Interna-
tional Conference on Computational Linguistics: Technical Papers, pages 69–78,
Dublin, Ireland, August 2014. Dublin City University and Association for Com-
putational Linguistics. URL http://www.aclweb.org/anthology/C14-
1008.

194

http://www.aclweb.org/anthology/N15-1105
http://www.aclweb.org/anthology/N15-1105
http://www.aclweb.org/anthology/P17-2094
http://www.aclweb.org/anthology/P17-2094
http://www.aclweb.org/anthology/P14-1129
http://www.aclweb.org/anthology/P17-1106
http://www.aclweb.org/anthology/P05-1067
http://www.aclweb.org/anthology/P05-1067
http://www.aclweb.org/anthology/C14-1008
http://www.aclweb.org/anthology/C14-1008


[93] Cicero dos Santos, Bing Xiang, and Bowen Zhou. Classifying Relations by Ranking
with Convolutional Neural Networks. In Proceedings of the 53rd Annual Meeting
of the Association for Computational Linguistics and the 7th International Joint
Conference on Natural Language Processing (Volume 1: Long Papers), pages 626–
634, Beijing, China, July 2015. Association for Computational Linguistics. URL
http://www.aclweb.org/anthology/P15-1061.

[94] Finale Doshi-Velez and Been Kim. Towards A Rigorous Science of Interpretable
Machine Learning. In arXiv preprint arXiv:1702.08608, 2017.

[95] Finale Doshi-Velez, Mason Kortz, Ryan Budish, Chris Bavitz, Sam Gershman,
David O’Brien, Stuart Shieber, James Waldo, David Weinberger, and Alexandra
Wood. Accountability of AI Under the Law: The Role of Explanation. Berkman
Center Publication Forthcoming, 2017.

[96] Susan T. Dumais, George W. Furnas, Thomas K. Landauer, Scott Deerwester, and
Richard Harshman. Using Latent Semantic Analysis To Improve Access To Textual
Information. In SIGCHI CONFERENCE ON HUMAN FACTORS IN COMPUTING
SYSTEMS, pages 281–285. ACM, 1988.

[97] Nadir Durrani, Hassan Sajjad, Alexander Fraser, and Helmut Schmid. Hindi-to-
Urdu Machine Translation through Transliteration. In Proceedings of the 48th An-
nual Meeting of the Association for Computational Linguistics, pages 465–474,
Uppsala, Sweden, July 2010. Association for Computational Linguistics. URL
http://www.aclweb.org/anthology/P10-1048.

[98] Nadir Durrani, Philipp Koehn, Helmut Schmid, and Alexander Fraser. Inves-
tigating the Usefulness of Generalized Word Representations in SMT. In Pro-
ceedings of COLING 2014, the 25th International Conference on Computational
Linguistics: Technical Papers, pages 421–432, Dublin, Ireland, August 2014.
Dublin City University and Association for Computational Linguistics. URL
http://www.aclweb.org/anthology/C14-1041.

[99] Javid Ebrahimi, Anyi Rao, Daniel Lowd, and Dejing Dou. HotFlip: White-Box
Adversarial Examples for NLP. arXiv preprint arXiv:1712.06751, 2017.

[100] Jason Eisner. Learning Non-Isomorphic Tree Mappings for Machine Translation.
In The Companion Volume to the Proceedings of 41st Annual Meeting of the Associ-
ation for Computational Linguistics, 2003. URL http://www.aclweb.org/
anthology/P03-2041.

195

http://www.aclweb.org/anthology/P15-1061
http://www.aclweb.org/anthology/P10-1048
http://www.aclweb.org/anthology/C14-1041
http://www.aclweb.org/anthology/P03-2041
http://www.aclweb.org/anthology/P03-2041


[101] Jeffrey L. Elman. Representation and Structure in Connectionist Models. Technical
report, University of California, San Diego, Center for Research in Language, 1989.

[102] Jeffrey L. Elman. Finding Structure in Time. Cognitive science, 14(2):179–211,
1990.

[103] Jeffrey L. Elman. Distributed representations, simple recurrent networks, and gram-
matical structure. Machine learning, 7(2-3):195–225, 1991.

[104] Akiko Eriguchi, Kazuma Hashimoto, and Yoshimasa Tsuruoka. Tree-to-Sequence
Attentional Neural Machine Translation. In Proceedings of the 54th Annual Meeting
of the Association for Computational Linguistics (Volume 1: Long Papers), pages
823–833. Association for Computational Linguistics, 2016. doi: 10.18653/v1/P16-
1078. URL http://www.aclweb.org/anthology/P16-1078.

[105] Akiko Eriguchi, Yoshimasa Tsuruoka, and Kyunghyun Cho. Learning to Parse and
Translate Improves Neural Machine Translation. In Proceedings of the 55th Annual
Meeting of the Association for Computational Linguistics (Volume 2: Short Papers),
pages 72–78. Association for Computational Linguistics, 2017. doi: 10.18653/v1/
P17-2012. URL http://www.aclweb.org/anthology/P17-2012.

[106] Allyson Ettinger, Ahmed Elgohary, and Philip Resnik. Probing for semantic evi-
dence of composition by means of simple classification tasks. In Proceedings of the
1st Workshop on Evaluating Vector-Space Representations for NLP, pages 134–139.
Association for Computational Linguistics, 2016. doi: 10.18653/v1/W16-2524.
URL http://www.aclweb.org/anthology/W16-2524.

[107] Florian Eyben, Martin Wöllmer, Björn Schuller, and Alex Graves. From Speech to
Letters - Using a Novel Neural Network Architecture for Grapheme Based ASR.
In 2009 IEEE Workshop on Automatic Speech Recognition and Understanding
(ASRU), pages 376–380, Nov 2009. doi: 10.1109/ASRU.2009.5373257.

[108] Mark Fishel and Harri Kirik. Linguistically Motivated Unsupervised Segmentation
for Machine Translation. In Proceedings of the seventh International Conference
on Language Resources and Evaluation (LREC), 2010.
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[235] Antonio Valerio Miceli Barone, Jindřich Helcl, Rico Sennrich, Barry Haddow, and
Alexandra Birch. Deep architectures for Neural Machine Translation. In Pro-
ceedings of the Second Conference on Machine Translation, pages 99–107. As-
sociation for Computational Linguistics, 2017. URL http://aclweb.org/
anthology/W17-4710.
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